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We provide empirical evidence that Rwandans use the mobile phone network to transfer airtime to those affect-
ed by unexpected shocks. Using an extensive dataset on mobile phone activity in Rwanda and exploiting the
quasi-random timing and location of natural disasters, we show that individuals make transfers and calls to peo-
ple affected by disasters. The magnitude of these transfers is small in absolute terms, but statistically significant;
in response to the Lake Kivu earthquake of 2008, we estimate that roughly US$84 in airtime was transferred to
individuals in the affected region, that 70% of these transfers were immediately used to make outgoing calls,
and that US$16,959 was spent calling those near the epicenter. Unlike other forms of interpersonal transfers, mo-
bile airtime is sent over large geographic distances and in response to covariate shocks. Transfers are more likely
to be sent to wealthy individuals, and are sent predominantly between pairs of individuals with a strong history

Favor exchange of reciprocal favor exchange.
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Mobile money

Rwanda

1. Introduction able to smooth consumption than those without (Suri et al., 2012;

In the aftermath of unexpected economic shocks, people often rely
on friends and family for support in cash and in kind. In developing
countries, support has historically been limited by weak infrastructure
for communicating with and assisting others. As a result, most empirical
evidence indicates that assistance and favors are primarily exchanged
within small, geographically-defined communities (Udry, 1994;
Fafchamps and Gubert, 2007; de Weerdt and Fafchamps, 2010).

In recent years, the proliferation of mobile phones and of phone-
based financial services has provided billions of individuals in develop-
ing countries with a new mechanism for communication and interper-
sonal transfers. With roughly 250 deployments in the global south,
such “branchless banking” systems allow individuals to transfer
money from one phone to another at a fraction of the cost of existing
alternatives (McKay and Pickens, 2010; GSMA, 2014). In Kenya, for in-
stance, where over US$50 million is transferred over the system per
day, individuals with access to the mobile money network are better
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Jack and Suri, 2014; Pulver, 2009).

We exploit a novel source of data on mobile phone use to better un-
derstand how individuals use the mobile phone network to cope with
unexpected shocks. We observe the entire universe of mobile phone-
based communications in Rwanda from 2005 to 2009, including
transaction logs that contain detailed information on millions of inter-
personal transfers of mobile airtime and billions of phone calls. Our pri-
mary results are identified by a magnitude 6.0 earthquake in the Lake
Kivu region of Rwanda, which left 43 dead and 1090 injured, and caused
significant disruption in public utilities and other local infrastructure.
While Rwanda did not have a functioning mobile money system at the
time of this earthquake, we observe that in the earthquake's immediate
aftermath, individuals living across Rwanda transferred airtime and ini-
tiated phone calls to individuals living close to the epicenter. We esti-
mate that an additional US$84 in airtime was transferred, and that
US$16,959 was spent making phone calls, to affected individuals. The
economic significance of the airtime transfers was thus modest, though
this is due in part to the fact that only 1400 individuals in the region had
ever used the airtime transfer service prior to the earthquake, creating a
small population of potential recipients. The value of the phone calls
was much higher, though more difficult to interpret. Since in Rwanda
the caller bears the full cost of making a phone call, this may represent
an implicit transfer of communication costs, but more likely it simply
expresses the desire of the calling party to communicate in a time of cri-
sis. Our empirical results are robust to the inclusion of dyad fixed effects,
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time dummies, and time-varying controls. We further provide several
robustness checks and placebo tests to show that the results are not
simply driven by the large number of observations in our dataset.

Our analysis reveals significant heterogeneity in the nature of trans-
fers sent in response to unexpected shocks. Using several different prox-
ies for socioeconomic status based on follow-up interviews with a
representative sample of mobile phone subscribers, we find that while
wealthier individuals are more likely to receive transfers under normal
circumstances, they are even more likely to receive transfers after natu-
ral disasters. The recipients of shock-induced transfers also have larger
social networks, and are more centrally positioned within their net-
work. Along several additional dimensions, it is the historically
privileged strata of Rwandan society who appear to benefit most from
access to mobile phone-based transfers.

Finally, we analyze the pattern of interpersonal transfers to shed
light on the motives that cause people to make transfers to those im-
pacted by covariate shocks. Our goal is to test whether the observed
transfers are more consistent with a model of giving based on pure char-
ity (Becker, 1974; Andreoni and Miller, 2002) or with a model of condi-
tional reciprocity where individuals give because they wish to receive in
the future (e.g., Ligon et al., 2002; Foster and Rosenzweig, 2001; Falk
and Fischbacher, 2006). While our ability to cleanly differentiate be-
tween these models is limited by the observational data at our disposal,
three stylized facts in our data appear broadly consistent with a model
based on reciprocity. First, there is a strong history-dependence of
transfers sent in response to large shocks, in that after the earthquake
people are more likely to send funds to people from whom they have re-
ceived in the past. Second, it is the wealthier individuals who receive the
largest volume of transfers in the immediate aftermath of the earth-
quake, not the poorer individuals that one would expect in a naive
model of charity. Third, post-quake transfers decrease with the geo-
graphic distance between individuals, even when controlling for social
distance and unobserved, time-invariant dyadic heterogeneity.

To summarize, the evidence indicates that Rwandans use airtime
transfers to help each other cope with large economic shocks, that bene-
fits from these transfers are not uniformly distributed, and that the pat-
tern of transfers is consistent with conditional reciprocity. To the extent
that airtime transfers can be interpreted as a form of favor exchange,
there are two features that distinguish the mobile phone-based response
from much of the evidence on favor exchange, especially traditional risk
sharing. First, whereas traditional risk sharing networks are constrained
by geography (Udry, 1994; Fafchamps and Gubert, 2007), transfers sent
over the mobile phone network are sent over large distances, often in ex-
cess of 100 km. Second, these transfers are sent in response to large, co-
variate shocks, rather than the geographically isolated, idiosyncratic
shocks that are the focus of much of the existing risk sharing literature
(Townsend, 1994; De Vreyer et al., 2010; Gine and Yang, 2009).

These findings complement recent work by Jack and Suri (2014),
who use consumption data to show that Kenyans with access to mobile
money are better able to smooth consumption than those without. It
also relates closely to a growing body of research concerned with under-
standing the economic impact of mobile phones and other information
and communication technologies (ICTs) in developing economies. Re-
cent work in this area describes how mobile phones can, under certain
conditions, reduce information asymmetries and search costs in agricul-
tural markets (Jensen, 2007; Aker, 2008; Fafchamps and Minten, 2012;
Aker and Fafchamps, 2014), lower transaction costs (Jack and Suri,
2014), and potentially provide an alternative device for savings (Mbiti
and Weil, 2011; Mas and Mayer, 2011; Blumenstock et al., 2016).

We also make two methodological contributions that we hope can
help facilitate the use of large-scale, network-based datasets in applied
microeconomic and development research. First, we develop an ap-
proach to inferring the relative wealth of mobile phone subscribers
from their history of mobile phone use. We use this measure of inferred
wealth as a proxy for the relative wealth of transfer recipients at a par-
ticular point in time. Second, we describe an algorithm for locational

inference that allows us to continuously impute the location of an indi-
vidual based on her intermittent sequence of phone calls. We use this
method to determine whether or not a subscriber is affected by a re-
gional disaster, but the algorithm could be implemented more broadly
to identify individuals in need of help.

2. Background and context

The context for our study is Rwanda, a small, landlocked nation of 10
million people, where roughly 90% of the population survives on subsis-
tence agriculture. We focus our analysis on the period from 2005 to
20009, a period during which mobile phone penetration increased from
roughly 2.5% to 33.4% — a compound annual growth rate of roughly
74%. Such rapid growth has been common in many sub-Saharan
African nations, where landlines are rare and the cost of owning a mo-
bile phone is falling quickly. The cost of mobile telephony during this
period represented a significant portion of household expenditures
(Ureta, 2005), with the ITU estimating that the monthly "price basket"
for mobile service was $12.30 per month, or $147.60 per year'. At the
time of our study in Rwanda, it cost roughly $50 for the phone, and an
additional $0.20 per minute and $0.10 per SMS (Republic of Rwanda,
2010; Donner, 2008).

Our empirical analysis focuses on interpersonal transfers of airtime
funds between mobile subscribers. These transfers were made possible
by a rudimentary precursor to “mobile money” that was launched in
Rwanda in late 2006 by the monopoly mobile phone operator at the
time. In Rwanda, where nearly all phone usage is prepaid and all incom-
ing calls are free, the system works much like a debit card. To make a
transfer, individuals buy airtime scratch-cards, ranging from US$0.10 to
US$20, from thousands of stores and street vendors throughout the coun-
try. The purchased balance is deposited on the prepaid mobile phone ac-
count, and can then be used to make phone calls, to send text messages,
or to use other mobile services. Using the transfer service, one subscriber
can transfer an arbitrary balance, instantaneously and free of charge, to
another subscriber. The transferred balance can then be used by the re-
cipient to make calls, or re-transferred to another subscriber or vendor.
During the period of time we analyze (2005-2009), there was no formal
“cash-out” policy that guaranteed that the recipient could resell airtime
to a vendor, but informal cashing-out was commonplace, with vendors
typically charging 10-20% for the transaction.? In 2010, the phone com-
pany launched a fully fledged mobile money service that, among other
features, made it possible to cash out airtime at fixed tariffs.

In the past several years, similar systems have become popular in de-
veloping countries, where over 1.7 billion people own a mobile phone
but do not have a bank account (CGAP and GSMA, 2009). The airtime
transfer service we focus on was a common antecedent to most modern
mobile money deployments (Aker and Mbiti, 2010). Compared to
alternative mechanisms for sending money available to Rwandans,
sending airtime was considerably cheaper, faster, and more convenient
(Table 1). Other options included MoneyGram, Western Union, or the
Post Office, but transaction costs across these services ranged from 10
to 100% and, at the time of our study, none of these services permitted
a transfer of less than US$10. Rwandans could also send money through
a bus or taxi driver, but these transfers were contingent on bus
schedules and road conditions — and much slower than airtime transfer.

! The price basket is based on the prepaid price for 25 calls per month spread over the
same mobile network, other mobile networks, and mobile to fixed calls and during peak,
off-peak, and weekend times. The basket also includes 30 text messages per month
(http://devdata.worldbank.org/ict/rwa_ict.pdf).

2 Based on conversations with Rwandan informants at the time. In a 2009 survey of 910
Rwandans, respondents were asked to list “the preferred method for sending money to a
friend or family member.” 28% listed “Airtime Transfer” as their preferred method
(Blumenstock and Eagle, 2012). This suggests that, prior to 2010, mobile airtime was per-
ceived as relatively liquid.
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Table 1

Alternative methods for transferring money in Rwanda, c. 2008.
Service Estimated fees (small transfers) Availability Approx. usage Source
Mobile airtime transfer Free 2 million phones, 700 agents 20%-32% (1)
MoneyGram 7%-100% ($15 minimum) 5 locations 1% (2)
Western Union 10%-100% ($10 minimum) 50 locations 3%-14% (3)
Post office 8%-50% 19 branches 1% (4)
Commercial bank 6%-40% Only in urban, semi-urban areas 9%-10% (4)
Public bus 6%-20% Populous areas 22%-28% (5)

Notes: Data on fees and availability compiled in from the following sources: (1) Phone company records, (2) MoneyGram Website, (3) Western Union Website, (4) World Bank Group
(2009), and (5) average of rates for Bus-Star and Scandinavian transportation. Data on usage obtained from Blumenstock and Eagle (2012), and based on 910 phone interview responses
to the question, “What method do you use most frequently to send/receive money?” See Orozco (2009) and Kabbucho et al. (2003) for further quantitative estimates, or Collins et al.

(2009) for a more general overview.

3. Identification and estimation strategy
3.1. The giving response to unexpected shocks

The focus of our empirical analysis is on airtime transfers sent in
response to unpredictable but publicly observed shocks such as earth-
quakes and floods. We also quantify the volume and value of calls
made in response to such shocks. Empirically, we use spatial and tempo-
ral variation to identify individuals who are affected by these shocks,
then measure how airtime transfers and communication events re-
spond to these unexpected events. The response can be measured at
three levels. We start at the regional level, to measure the total response
to the shock. We then disaggregate transfers to the level of the individ-
ual sender and receiver, to study heterogeneity in who sends and re-
ceives. Finally, we disaggregate the analysis to the level of the dyad,
which permits us to analyze the types of relationships that are likely to
be involved in transfers, and to informally test between competing
models of giving.

Formally, let 7i;r denote the gross transfer of airtime (or the total
value of the call) sent to an individual i, located in region r at time ¢,
from another individual j. Further define 7;,;=>_; Tj¢ as the total
gross transfers received by user i in region r at time t, and define 7., =
> i Tire as the total gross transfers received by all users in location r at
time t. When analyzing calls instead of airtime transfers, 7 is the
value of airtime spent by j in communicating with i. We estimate models
of the form:

Tyt = O + Y1Shockye + ¢ + Ty + & (1)
Tit = 0 + Y,Shocki + ¢pNearEpicenter;, + 0 + T; + €t (2)
Tijt = Q3 + Y3Shocki + ¢pNearEpicentery + 0y + T + Ejjrr (3)

where Shock,, is a dummy variable equal to 1 if location r received a
shock at time t, and Shock;,; equals 1 if t is the day of a shock and i was
in an affected region r at that time. NearEpicenter;, takes the value 1 at
all times when i is near the epicenter of the shock (irrespective of a
shock occurring), and controls for the possibility that individuals
might receive transfers when visiting the shock-prone regions. Time
dummies 6, control for long-term growth in traffic, as well as day-of-
the-week (e.g., week-end) and day-of-the-month (e.g., payday) effects
that affect all regions similarly. Location and recipient fixed effects m,
and m; control for the fact that different regions and individuals are
more likely to receive transfers on average. Dyadic fixed effects m;
control for the average intensity and direction of transfer flows between
two individuals. Finally, to minimize the likelihood that our results are
driven by differential growth in mobile usage across locations, we re-
strict the analysis to a specific time window T, < ts £ Tax around
the time of the shock t.

Identification is achieved as in a difference-in-difference framework:
parameters y1,Y- and ‘y; represent the average treatment effect of the
shock on people with access to the mobile network. The exogeneity of

Shock,, is guaranteed if its timing could not have been predicted,
i.e.,, the shock constitutes a natural experiment. If y;>0,7v,>0 and
v3>0, this is interpreted as evidence that the shock Shock,, caused an in-
crease in airtime transfers to users in the affected region. We check the
robustness of our results in various ways, notably by varying the time
window over which the models are estimated, by controlling for several
factors that depend on both time and location, and by running a number
of falsification and placebo tests. Following Bertrand et al. (2004), in
individual and dyadic regressions standard errors are clustered by
location (i.e., by the location of the nearest cellular tower).

3.2. Heterogeneity in transfers

To better understand the nature of the response to shocks, we allow
for heterogeneous effects for different types of individuals and for differ-
ent types of dyadic sender-recipient pairs. We denote these individual
and dyadic characteristics by Z; and Zj;, respectively. As discussed in
greater detail in the next section, Z; includes i's wealth and social con-
nectedness, and Z; includes the geographic distance between i and j,
and information about the history of transfers between i and j. Hetero-
geneity is then estimated using models of the form:

Tit = Q + y,Shocky; + 3,Z;Shock;; + ¢, NearEpicenter; 4)
+ 1,Z;DayOfShock; + {,Z;NearEpicenter + 0; + m; + &

Tiie = Q3 + Y3Shocki; + B3Z;iShocki; + ¢p3NearEpicenter;;
+ M3Z;iDayOfShock: + {4 ZiNearEpicenter;; + 0; + 1 + &ij¢

As before, 7j;¢ denotes the gross transfer of airtime received by an in-
dividual i, located in region r at time t, from another individual j, with
Tire= 2_j Tiire- Shock;, takes the value 1 if i is affected by the shock and
zero otherwise, and is the product of DayOfShock,, a dummy variable
taking a value of one on the day of a severe shock and NearEpicenter;,,
a dummy variable indicating whether i was close to the shock on day
t. Double interaction terms of the form Z;DayOfShock, are included to
control for the possibility that, in the country as a whole, variation in
Z; affects transfers on the day of the shock differently from other days.
Our primary interest is in the estimates of 3, and 33, which indicate
the types of individuals and dyads that are most likely to receive trans-
fers caused by economic shocks.

4. Data and measurement

The main dataset we use comes from Rwanda's primary telecommu-
nications operator, which held a near monopoly on mobile telephony
until 2009.2 The data contain a comprehensive log of all activity that oc-
curred on this network between early 2005 and early 2009. In total, we

3 During the window of time we examine, the operator we focus on maintained over
90% market share of the mobile market. The company's primary competitor did not gain
traction in the market until the end of 2008, and only in 2010 did the market become com-
petitive. The number of landlines in Rwanda is negligible (roughly 0.25% penetration).
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observe detailed information on over 50 billion transactions (including
calls, text messages, and airtime transfers and purchases), covering
roughly 1 million subscribers over four years. Summary statistics of
this dataset are provided in Table 2.

Our empirical analysis focuses on interpersonal transfers of airtime
credit sent between one mobile subscriber and another. In our dataset,
we observe detailed information on roughly 10 million such transfers.
As shown in Fig. 3, the system was not heavily utilized prior to 2008,
when the operator launched a nationwide promotion and uptake dra-
matically increased. We focus on transactions sent prior to this growth
stage. For each transaction, we observe the date, time, and value of the
transfer, as well as a unique (anonymized) identifier for both the sender
and recipient. To estimate the regressions described in Section 3, we ag-
gregate the raw data on each day for each region (Eq. (1)), individual
(Eq. (2)), and dyadic pair of individuals (Eq. (3)). This allows us to mea-
sure, at three different levels of aggregation, the net and gross volume of
airtime received on each day.

4.1. Physical location

The identification strategy we employ relies on spatial, as well as
temporal, variation in transfers. Therefore, it is important that we be
able to assign each individual, on each day, to an approximate geo-
graphic location. In standard GSM cellular networks, such as the one
in place in Rwanda, the phone company does not record continuous
GPS coordinates of each subscriber. However, each phone call in the
database is tagged with an originating and terminating tower, which al-
lows us to roughly place the caller and recipient at the time of the call.

We use these discrete events to approximate the continuous trajec-
tory of each user through time and space, based on the intermittent se-
quence of phone calls logged by the mobile operator. As can be seen in
Fig. 1, which shows the spatial distribution of cell phone towers in early
2008, towers in rural areas are relatively sparse, with a median distance
between towers of 68 km. The locational inference algorithm employs a
smoothing function K(-) to predict the unknown location of i at time ¢t

Table 2
Summary statistics of mobile network data.

All dates

Earthquake
window

10/1/2006-7/1/2008

1/3/2008-3/3/2008

Panel A: Aggregate traffic

Number of calls 46,000,000,000 868,786,684

Number of interpersonal transfers 9,202,954 362,053

Number of unique users 1,084,085 119,745

Number of people who send airtime 870,099 48,295

Number of people who receive 946,855 101,351
airtime

Number of people who both send 732,869 29,901
and receive

Number of unique dyads 646,713 159,204

Panel B: Transaction and dyad statistics

Transactions per user 16.98 6.05
(send + receive)

Average distance per transaction 10.28 8.16
(km)

Average transaction value (RWF) 258.51 237.71

Average social proximity Sj; 34.73 26.18

Panel C: Individual characteristics (phone survey)

Average annual expenditures (RWF) 948750 -
Percent male 66% -
Average age 32.03 -
Average household size 5.87 -

Notes: The window 10/1/2006-7/1/2008 encompasses the entire dataset with valid data
on interpersonal airtime transfers. The window 1/3/2008-3/3/2008 is the same window
used in later regressions. Individual characteristics are reported for the population of
phone survey respondents, weighted by geographic strata, who comprise a geographically
representative sample of active mobile phone users in early 2009. US$1 = 550RWF.

-1.0 T

-1.5}

3% 29.0 295 30.0 305 31.0

Fig. 1. Map of Rwanda showing the location of mobile phone towers (as of February 2008)
and the location of the Lake Kivu earthquake of 2008. Each black dot represents a cell
tower, with the approximate area covered by the tower demarcated by adjacent Voronoi
cells. The epicenter of the earthquake is shown with red concentric circles.

from the kernel-weighted Euclidean centroid of i's known locations at
times in the vicinity of t (see Fig. 2).

Formally, we estimate the unknown location r;; of individual i at time
tas

1 T t—s\ ~
ek K(5) ®

where Ny is the total number of phone calls made by i within a window
of time [Tinin, Trmax] around t, and g, is the (known) location of the tower
used at time s. The kernel K(x) is a symmetric function that integrates to
one, which specifies the extent to which additional weight is placed on
calls close in time to t. In our results we use a uniform kernel such that
K(u)=1/N; however very little changes if a different kernel is specified.

-1.0 T

-1.5}

3% 29.0 295 30.0 305 31.0

Fig. 2. Map of Rwanda showing a single individual's inferred trajectory over a 6 month pe-
riod. Although the individual only makes a small number of phone calls, the locational in-
ference algorithm is able to roughly assign the user a continuous trajectory through time
to places not restricted to the set of known locations of cellular towers. This particular in-
dividual is observed to slowly migrate southeastward, with early locations colored dark
red and later locations colored yellow.
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4.2. Characteristics of individuals and dyads

To estimate our heterogeneous effects models, we require character-
istics of individuals (Z;) and dyads (Z;). Many of these can be computed
directly from the anonymized call records dataset, including the
following:

* Physical distance between i and j (Dj;): To estimate the distance be-
tween i and j at time t, we first compute the (latitude,longitude) loca-
tions 7y = (¢, A;) and fj = (¢j,Aj) using the locational inference
algorithm described in Section 4.1. Then, we compute the arc distance
Dj;; using the haversine formula:

Dy = 2r - arcsin <\/ sin? (?) + €0S ¢; oS b sin’ <A2)\>)

where A =|¢;-d;|, AN=|\;-A;j| and r=6356.78 is the radius of the
earth.

Social connectedness (S;): To measure the strength of the social con-
nection between i and j, we calculate S;; in two ways: first, following
Marmaros and Sacerdote (2006) we count the total number of non-
monetary interactions (phone calls and text messages) between i
and j in a 3-month window. Second, as in Karlan et al. (2009), we
measure the maximum network flow as the number of distinct paths
between i and j in the complete undirected call graph.

Past transfer history (T): Since we observe all transactions between i
and j over a 4-year period, it is possible at any point t to compute the
gross balance of payment sent from j to i as Tye= ) _ s~ Ty and from i
toj as T = Y_ s Tjis- The net balance of transfers Tff" is simply Ty~ Tiir.
Individual characteristics (Z;): In addition, we compute a large number
of characteristics that are summarized for the survey sample in
Appendix Table 7, including:

- Total expenditures on airtime: The amount spent on making calls and
sending text messages.

- Days of activity: The number of different days on which the phone
was used.

- Call activity: Number of outgoing and incoming calls. We separately
look at outgoing and incoming calls, outgoing and incoming text
messages, and international call activity.

- Degree: Number of unique contacts with whom the person
communicates.

- Clustering: Percentage of first-degree contacts that have contacted
each other.

- Betweenness: Average shortest path between the user and 50
randomly sampled numbers.

4.3. Inferred socioeconomic status

In assessing heterogeneity in mobile phone-based activity, we are
interested in understanding the extent to which wealthier or poorer in-
dividuals are more likely to receive interpersonal transfers following
economic shocks. However, since our data are anonymized and contain
no demographic or economic characteristics, we do not directly observe
the socioeconomic status (SES) of individual subscribers. Yet, wealthy
individuals tend to have different communication patterns than poorer
individuals, and there is good reason to suspect that mobile phone use is
highly correlated with SES (Blumenstock and Eagle, 2012). For instance,
we observe that wealthy people tend to make a larger number of inter-
national calls, poorer individuals tend to receive more calls than they
make (because only the caller pays for the cost of the call in Rwanda),
and poorer individuals tend to buy airtime in smaller denominations.
Thus, we construct a composite indicator of SES that indicates the pre-
dicted wealth of each mobile phone subscriber, where the prediction is

based on the subscriber's anonymous history of calls. We briefly
summarize this approach here, and discuss in much greater detail the
limitations of this approach, as well as a number of robustness checks
that we run to test the validity of this method, in Section 6.2.4.

1. Rwandan Household Survey (RHS): We use a nationally representa-
tive household survey conducted by the Rwandan government in
2005 on a representative set of 6900 households. The survey contains
roughly five hundred questions typical of Living Standard and Mea-
surement Surveys, and includes a detailed module on demographic
composition and socioeconomic status (National Institute of
Statistics-Rwanda, 2007). Most relevant to the current analysis,
roughly seventy questions were asked about asset ownership and
household expenditures, which make it possible to estimate each
household's annual expenditures in a manner following Deaton
and Zaidi (2002).

2. Phone survey conducted by authors: In 2009, we conducted a phone

survey of a geographically stratified group of Rwandan mobile
phone users. Using a trained group of enumerators from the Kigali
Institute of Science and Technology (KIST), a short, structured inter-
view was administered to roughly 1000 individuals. In the phone
survey, we collected answers to a small subset of the RHS questions
(described above) about household asset ownership and housing
characteristics. The survey instrument contained a maximum of 80
questions and took between 10 and 20 minutes to administer. Com-
plete details on the administration of this phone survey are provided
in Blumenstock and Eagle (2010).*
Utilizing these data, we follow a 3-step process to model the relation-
ship between phone use and wealth, wherein we (i) use the
Rwandan RHS data to model the relationship between annualized
expenditures and assets; (ii) use the asset-based questions from
the phone survey to create a measure of predicted annualized expen-
ditures for this sample; and (iii) merge the call records from this
sample with the predicted annualized expenditures to model the re-
lationship between SES and phone use. These steps are explained in
greater detail below.

(i) Modeling the relationship between assets and expenditures:
Using a nationally-representative Rwandan Household Survey
(RHS) that contains detailed consumption and expenditure infor-
mation (National Institute of Statistics-Rwanda, 2007), we first
estimate a hedonic regression of annual expenditures Y;4 of house-
hold i in district d on fixed assets A;; and housing characteristics
Hid~

N imax A max

Yo =a+> BiHig+ Y 6ihia + 1y + €ia (6)
Jj k

4 Most relevant to this paper, the survey population was designed to be representative
sample of active phone users. Starting with a population of 800,000 active subscribers (in
2009), each individual was assigned to a district based on the location from which the ma-
jority of his or her calls were made. We then randomly sampled 300 numbers from each of
30 districts, creating a base survey population of 9000 candidate respondents. Our survey
team called roughly 10% of this candidate population. Conditional on the responding pick-
ing up the phone, response rates were extremely high (98%); however, roughly 38% of re-
spondents never picked up the phone, even after three attempts were made. To correct for
non-response, sampling weights for each district were determined based on the distribu-
tion of districts in the set of 800,000 active numbers, and survey weights are assigned to
make the proportion of respondents equal to the proportion of active phone users in each
district.

However, as discussed in greater detail in Blumenstock and Eagle (2010), there are only
modest differences between the group of individuals who participated in the phone sur-
vey and those who did not. There is a large and significant difference in the number of days
during which the phone is used (likely driven by the fact that many of the non-
respondents have switched SIM card), but there are no statistically significant differences
in the level of activity per day in which the phone is active (including calls per day, SMS per
day, degree centrality, total airtime purchases, etc.).
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The quantities Y;4, Aig, and H;4 are all captured in the RHS, and p, is
a district fixed effect. Eq. (6) predicts the annual expenditure Y, of
a household on the basis of observable A;; and H;y. This is similar to
a proxy-means test (cf. Montgomery et al., 2000), wherein we re-
gard Y, is as a proxy for permanent income. Appendix Table 6
gives the coefficients from the linear terms that result from esti-
mating Eq. (6). It is evident that annual expenditures are heavily
correlated with asset ownership.®

Predicting the expenditures of phone survey respondents:

After estimating Eq. (6) on the RHS data, we obtain a vector of co-
efficients B\J and & that can be used to predict total expenditures
given knowledge of assets and housing characteristics Ay and Hg.
Thus, for any individual in Rwanda, we could in principle predict
that individual's annual expenditures, denoted by YA,-d, by asking
that individual a small number of questions about his household.
In our case, we conducted the phone survey described above in
which, for each surveyed individual, we collected a limited set of
Hiy and A;y through a short, phone-based instrument. The
questions included in this survey were those where we observed
a significant unconditional correlation with annualized expendi-
tures in the RHS data, and where our piloting indicated that a reli-
able response could be obtained over the phone.® Using the H;gand
Ajq collected through the phone survey, we then calculate the pre-
dicted annual expenditures Y, for each phone survey respondent
using the coefficient estimates from Eq. (6).

Predicting predicted expenditures of full population of mobile
phone subscribers:

Using the above technique, it is possible to obtain the predicted
expenditures YA,-d for each of the individuals contacted in the
phone survey. We then compute, for each phone user, a vector
of phone usage variables X;- thought to be correlated with income,
such as the total number of calls made and the average amount of
airtime purchased over a given time interval. A subset of these var-
iables is reported for the sample of phone survey respondents in
Appendix Table 7. We then fit a flexible model of the form:

(i

=

(iii

=

Yig = f(Xir) (7)

and estimate f{.) using data from the phone user survey. In esti-
mating Eq. (7) we exclude all data on interpersonal transfers
from X;; to help reduce potential endogeneity when estimating
heterogeneous effects models (4) and (5), where 7y is the de-
pendent variable. Instead, X;, consists primarily of characterstics
of each subscriber's history of phone calls, text messages, airtime
purchases, and social network structure. Appendix Table 8
presents the results from regressing predicted expenditures on
several metrics of phone use, polynomial (squared) terms, and
district fixed effects.

In the heterogeneous effects specifications that rely on a measure of

individual SES, we use the predicted ?id obtained by applying the esti-
mated flexible function f(.) to the full sample of 1.5 million phone

> To reduce the potential bias of outliers, we remove outliers with abnormally large
studentized residuals, following a standard process described in Fox (1997). However,
our results change very little if we use an alternate technique for removing outliers, such
as removing the top 1% or 5% of extreme values.

6 We found that several questions which were highly predictive of annual expenditures
in the RHS data were not well-suited to a phone-based survey. For instance, in pilot sur-
veys our enumerators found that consumption and expenditure modules were time con-
suming and reported low confidence in respondents’ answers. Other questions, such as
the amount of land owned by the respondent, yielded noisy responses with inconsistent
units of measurement, and seemed likely to yield non-traditional measurement error. As
calls to respondents were billed per second, and given limited survey resources, we sought
a balance between predictive power and perceived reliability.

users. This particular metric is not intended to be externally valid to
the at-large population, for indeed there are significant differences in
the wealth distribution of mobile phone owners and non-owners
(Blumenstock and Eagle, 2010). Instead, it is intended to estimate
whether the mobile phone owners receiving transfers are wealthy or
poor relative to other mobile phone owners. We discuss alternate mea-
sures of SES is Section 5.2.1, and concerns about the potential
endogeneity of these measures in Section 6.2.4.

5. Results

Our identification strategy requires a shock (Shock,;) that is exoge-
nous to mobile phone activity. The primary shock that we exploit is a
large earthquake that occurred in the Western Rusizi and Nyamasheke
districts of Rwanda on February 3, 2008. The magnitude 6 earthquake
left 43 dead and 1090 injured. It destroyed 2288 houses and caused re-
gional school closures and electrical outages (though only one cell
tower of 267 was affected). The effects of the earthquake, though
large, were geographically contained. The United States Geographical
Survey estimates an impacted radius of approximately 20 km from
the epicenter — see Fig. 1. Based on news reports and discussions with
individuals in Rwanda, it does not appear that any particular demo-
graphic subgroup of the population was disproportionately affected
by this earthquake, and in particular, rich and poor households appear
to have been similarly affected (USGS, 2009).” This event is ideal for
our estimation strategy since the shock is both unpredictable and pre-
cisely located in time and space. In Appendix B we show that our results
are robust to using alternative measures of Shock;.

We begin by estimating models Egs. (1)-(3) to measure the caus-
al impact of the earthquake on interpersonal transfers and phone
calls. We then turn to models Egs. (4) and (5) to better understand
heterogeneity in the observed pattern of transfers. A full discussion
of the robustness of the results, as well as possible alternative expla-
nations, is deffered until Section 6.2, after all results have been
presented.

5.1. The earthquake's impact on transfers and calls

5.1.1. Baseline results

To measure the effect of the earthquake on transfers received by
impacted individuals, we estimate Eq. (1) at the regional level, and
present the results in Panel A of Table 3. The dependent variable 7,
is the total value of transfers received on day t by region r. Corre-
sponding estimates of the earthquake's impact on the value of calls
made to affected individuals are presented in Panel C. Our regres-
sions use data from 30 days before to 30 days after the earthquake,
though we later demonstrate that our results change little if we use
a different time window. Region and day fixed effects are included
to control for systematic differences across districts and over time.
The variable Shock,, equals one on February 3rd 2008, the day of
the earthquake, in regions affected by the earthquake.®

Column (1) defines r at the level of the political district (of which
there are 30); column (2) defines r at the level of the cell tower (of
which there are 267). The latter specification is advantageous as each
geographic unit is smaller and therefore allows us to more precisely iden-
tify the regions affected by the quake. To provide context for the later het-
erogeneous effects models, columns (3) and (4) repeat the estimation at

7 Much of the damage was sustained in and around the town of Cyangugu, where a rel-
atively representative subset of the population resides. See, for instance, http://
earthquake.usgs.gov/eqcenter/eqinthenews/2008/us2008mzam/.

8 For the district-level specification, affected regions are the districts of Rusizi and
Nyamasheke. For the tower-level specification, it is towers within 20 km of the epicenter,
though similar point estimates and standard errors are produced if we redefine affected
areas as those lying anywhere between 10 to 50 miles of the epicenter.


http://earthquake.usgs.gov/eqcenter/eqinthenews/2008/us2008mzam/
http://earthquake.usgs.gov/eqcenter/eqinthenews/2008/us2008mzam/
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Table 3
Average effect of the earthquake on transfers received.
(1) (2) (3) (4)
District Cell Tower  User Dyad
Panel A: Gross transfers received (total incoming)
Earthquake shock 14,169 2832°" 947" 8.14™"
(1951) (177) (0.74) (1.34)
NearEpicenter;, 0.09 0.18"
(0.28) (0.11)
Unconditional mean 19,007 2436 5.90 3.65
Unconditional mean 6356 1245 38 32
(affected area)
Panel B: Net transfers received (incoming-outgoing)
Earthquake shock 12,823 3053 10.00""" 8.816™"
(1600) (116) (1.08) (1.65)
NearEpicenter;, 0.60 045 *
(0.46) (0.24)
Unconditional mean 0 0 0 0
Unconditional mean 1399 248 0.514 0.64
(affected area)
Panel C: Total cost of calls received
Earthquake shock 2,501,220 565330 24795 -
(886,529) (168,349)  (34.21) -
NearEpicenter;, —22177 -
(5.89) -
Unconditional mean 3,845,858 425,740 162.91
Unconditional mean 1,843,455 353,501 154.17
(affected area)
Number of observations 1,800 16,020 6,704,973 10,032,721
Day dummies Yes Yes Yes Yes
Fixed effects District Tower Individual ~ Dyad
(directed)

Notes: In Panels A and B, the dependent variable is the gross (Panel A) and net
(Panel B) transfers received on a given day by a given district (column 1), cell tower
(column 2), individual subscriber (column 3), or by an individual i from a specific individ-
ual j (column 4). In Panel C, the dependent variable is the total amount of money spent
calling the district/tower/subscriber on each day. The Earthquake shock variable takes a
value of one for regions/subscribers who were within 20 km of epicenter on the day of
the earthquake; NearEpicenter; takes a value of one for all observations where the sub-
scriber is within 20 km of the epicenter (even when there is no earthquake). The uncon-
ditional mean reports the average of the dependent variable across the entire 2-month
window (January 4 2008-March 3 2008), for the country as a whole and for the region af-
fected by the earthquake. *Column (3) of Panel C includes all phone subscribers, not just
individuals who had used the mobile money service, and includes 35,539,241 observa-
tions. We do not estimate column (4) of Panel C because the roughly 100 billion observa-
tions made the computation infeasible. Standard errors, clustered by district, reported in
parentheses.
* Significant at p<.05.

** Significant at p<.01.

*#* Significant at p<.001.

the level of the individual user and of the dyadic pair of individuals. In col-
umn (3), the dependent variable 7 is the amount of airtime transferred
to individual i in location r at time t; in column (4), it is the amount trans-
ferred to i from j. Individuals who never receive airtime transfers are ex-
cluded from column (3) since they do not help identify the effect of the
shock (this leaves roughly 110,000 unique individuals); pairs in which i
never receives airtime from j are similarly excluded from column (4),
leaving roughly 180,000 valid dyads.

We are primarily interested in the coefficient on “Earthquake
Shock,” which indicates the extent to which an anomalous volume of
mobile airtime was sent to individuals in regions affected by the earth-
quake. While the magnitude of the coefficient depends on the level of
aggregation, we find that the effect is statistically significant across all
regressions, with T-statistics between 7 and 16. The effect is small in
magnitude, however. For instance, we estimate that the earthquake
caused an additional US$84.34 (42,169 RWF) to be sent to each district
affected by the earthquake, and an additional US$0.02 (8 RWF) to be
sent between each i-j pair, where j lives close to the earthquake's epi-
center. We discuss the economic significance of these point estimates,
as well as those from the other panels of Table 3, in greater detail in
Section 6.

5.2. Heterogeneity

Having observed the direct impact of the earthquake on transfers
sent to the affected region, we now turn to the heterogeneity
in transfers received and sent. We are primarily concerned with un-
derstanding the type of person involved in these transfers, the
geographic extent of transfers, and whether the past history of trans-
fers between individuals is correlated with shock-induced transfers.
As before, we include data from 30 days before to 30 days after the
earthquake, and compute Z;; using data from 2007. In all specifica-
tions we include a vector of daily fixed effects and interactions be-
tween Z; and DayOfQuake; and NearEpicenter;, though these
coefficients are omitted from most tables for clarity of presentation.
Interacted regressors Z;; have been standardized so that all estimated
coefficients can be interpreted as the effect of a one standard devia-
tion change on the dependent variable.

In our preferred specification (column 3 of Tables 4-7), we addition-
ally include individual and pairwise fixed effects m;; to reduce potential
bias from time-invariant omitted variables. However, inclusion of
these fixed effects makes it impossible to estimate the unconditional ef-
fect of Z;; on 7, i.e., whether certain characteristics make transfers more
likely on non-shock days. Thus, we follow Wooldridge (2005) and sepa-
rately recover the average partial effects by obtaining the predicted 7
from Eq. (5) and then regressing these predicted values on Z;; (col-
umn 2). We also include specifications with no fixed effects as a
point of reference (column 1), though as noted these estimates are
likely to be biased. In all specifications, we include a full set of inter-
actions between S and Shock;,, in order to reduce the potential bias
that other factors correlated with Z; (such as how much i and j like
one another, or whether they are related) are spuriously driving
the effect we attribute to Z;. The measure S;; used in our main speci-
fications is simply the total number of phone calls observed between
iand j in the year prior to t; Appendix B shows that our results are
also robust to a different measure of S;; - the number of shared con-
tacts between i and j — proposed by Karlan et al. (2009).

5.2.1. Wealth
To measure the marginal effect of the wealth of the sender and recip-
ient on transfers, we use as a wealth proxy the predicted expenditure var-

iable Y;; described in Section 4. To avoid the possibility that results are
driven by differences between high- and low-usage individuals (i.e. that
richer users may receive more airtime but also transfer more to others),
we use net transfers as the dependent variable, though we find similar re-
sults with respect to gross transfers. Results are presented in Table 4.
The primary coefficient of interest is the interaction between the
wealth of the recipient x; and the Shock;,; dummy. The estimates in the
second row of Table 4 indicate that wealthier individuals are more likely
to receive transfers in the immediate aftermath of the earthquake. This
effect exists conditional on the wealth of the sender x;, and on the nor-
mal level of transfers between i and j, as captured in the dyad-specific
fixed effects. The former control is important because it limits the possi-
bility that wealthier individuals are receiving more simply because they
have wealthier friends, and not because of their own wealth. The latter
rules out the possibility that the effect is caused by time-invariant as-
pects of the i—j relationship, for instance that wealthy is may always re-
ceive more from j, even in transactions that are unrelated to economic
shocks.® Note that when using our predicted measure of wealth to esti-
mate models (4) and (5), we must account for the fact that our interac-
tion term Z; is a generated regressor (Murphy and Topel, 2002). Thus, in

9 In the final three rows of the table, it is evident that, on days without shocks, wealthy
individuals are more likely to both send and receive airtime, and that dyads with strong
social ties are more likely to send money. While these results inform our understanding
of general patterns of transfers, our primary focus is on transfers identified by shocks,
which inform our interpretation of these transfers as a form of risk sharing.
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Table 5
Robustness check: net transfers and wealth.
(1) (2) (3) (4)
Original ~ With Airtime  Net incoming
controls proxy for calls proxy
wealth for poverty
Shock (recipient) 10.206° 9.803" 7.498""  7.925™"
(4.557)  (4.669) (0.353)  (0.267)
Recipient Wealth x; + Shock 5767 8.764"™"
(1.113)  (2512)
Sender Wealth x; «+ Shock 15.682  15.745
(14.391) (14.402)
Recipient Total Recharges * 0.027"
Shock (0.009)
Sender Total Recharges = 0.046"
Shock (0.020)
Recipient Net Incoming Calls « —0.012%
Shock (0.007)
Sender Net Incoming Calls = —0.025"
Shock (0.012)
Recipient Calling Activity « —0.004"
Shock (0.002)
Recipient Calling Activity —0.001™"
(0.0001)
Social Proximity S;; « Shock 0.101 0.118% —0.024" 0.195
(0.077)  (0.067) (0.013)  (0.131)
Day dummies Yes Yes Yes Yes
Fixed effects None None None None

Table 4
Net transfers and wealth.
(1) (2) (3)
No fixed Avg. partial  Fixed effects
effects effects
Earthquake shock 10.206™" 9.794™"
(4.56) (4.33)
[0.000] [0.000]
Recipient Wealth x; » Shock 5.767" 5.763"
(1.11) (1.26)
[0.082] [0.082]
Sender Wealth x; = Shock 15.682" 14.903"
(14.39) (13.33)
[0.085] [0.076]
Social Proximity S  Shock 0.101 0.110
(0.08) (0.07)
[0331] [0.268]
Recipient Wealth (x;) 0.863""" 0.976™"
(0.17) (0.09)
[0.001] [0.001]
Sender Wealth (x;) 1.6417"" 1.618™"
(0.11) (0.13)
[0.000] [0.000]
Social Proximity (Sy) 0.040""" 0.040"""
(0.00) (0.00)
[0.000] [0.000]
Day dummies Yes Yes Yes
Fixed effects None None Dyad (directed)
Number of observations 10032721 174799 10032721
Number of iterations (bootstrap) 1000 1000 1000

Notes: Outcome is 7, the total airtime received by i from j on day t. Mean effects reported
in Table 3. Interaction terms x;,X;, and s;; are centered at the population mean. Standard er-
rors, clustered by district, reported in parentheses. To account for the fact that x; and x; are
generated regressors, p-values, obtained from 1000 simulations of bootstrapped estima-
tion of the sequence of Egs. (6), (7), and (5), are reported in brackets. The p-value is the
proportion of iterations where the estimated coefficient is found to have the opposite
sign of the reported coefficient. Regressions include observations from the period January
4, 2009 to March 3, 2008. Wealth proxies x; and x; are computed using Eqs. (6) and (7), as
described in the text. S;;is measured by counting the number of phone calls between i and j
in the last three months of 2007. All regressions include NearEpicenter;; and pairwise inter-
action terms (e.g. x;*NearEpicentery, x;* DayOfQuake,); these coefficients are omitted for
clarity.
“* p<0.01.
** p<0.05.
* p<0.10.

addition to reporting standard errors in parenthesis (generated from
traditional estimation), Table 4 reports p-values obtained from
bootstrapping the full series of wealth-related estimations — i.e., the se-
quence of models (6), (7), and (5) — over 1000 iterations.'®

While our preferred proxy for wealth is the measure of predicted ex-
penditures described in Section 4.3, we note that qualitatively similar re-
sults obtain for a variety of reasonable alternative indicators of individual
SES. For instance, Column 3 of Table 5 reports results from estimating
Eq. (5) where the total number of airtime top-ups is used as a proxy for
individual wealth. In the phone survey data, we observe a strong positive
correlation (R = 0.32) between this metric, which indicates the number
of unique instances in a year when the individual deposited credit on

10 For each iteration, we draw a random sample (S1) with replacement from the RHS da-
ta (6900 original observations). This sample is used to fit a regression of expenditures on
assets and housing characteristics (Eq. (6)), which we store as model M1. We then use M1
to predict the expenditures of all phone survey respondents based on asset ownership
(roughly 1000 respondents). We then draw a random sample (S2) with replacement from
the phone survey respondents, and fit a regression of predicted expenditures on a variety
of call metrics (Eq. (7)), which we store as model M2. This model M2 is then used to pre-
dict the predicted expenditures of all of the mobile phone subscribers in our large dataset
(roughly 1,000,000 individuals). We then draw a random sample (S3) with replacement
from this population and estimate the wealth regression (Eqs. (4) and (5)). This process
is repeated 1000 times. Each iteration yields a set of bootstrapped coefficients. We use
the histogram of these bootstrapped coefficients to compute p-values. Specifically, the
corrected p-values reported in the paper are, for each coefficient, the proportion of the his-
togram of the bootstrapped coefficients that is below 0 if the coefficient is positive, or
above 0 if the coefficient is negative.

Notes: Outcome in all specifications is T, i.e. airtime received by i from j on day t. Column 1
is identical to Column 1 of Table 4, where standard errors are estimated without
bootstrapping, for comparison with later columns. Uninteracted coefficients are omitted
for clarity. Column 2 includes the total calls made by i in 2007 as an additional control
for the total calling activity of the recipient. In Column 3, the measure of wealth is the
total number of airtime recharges by i in 2007, instead of the predicted expenditures var-
iable used in Columns 1 and 2. Column 4 utilizes the net incoming calls in 2007 (calls re-
ceived minus calls made) as a measure that is negatively correlated with wealth. Standard
errors, clustered by district, reported in parentheses.
 p<0.001.
** p<0.01.
* p<0.05.
+p<0.10.

his mobile phone account, and the wealth composite based on asset own-
ership. All coefficients have the expected sign. Similarly, Column 4 of
Table 5 uses a measure of call activity that is negatively correlated with
wealth, and we similarly observe that people who rank higher on this
measure (i.e., who are poorer) receive fewer transfers after the shock.
The metric we construct is the “net incoming calls,” which is a measure
of the number of calls received by a subscriber minus the number of
calls made by the subscriber, in the year 2007 (prior to the earthquake).
This measure is negatively correlated with wealth (R=-0.13), because
of the cost structure of mobile phone calls in Rwanda. Whereas it costs
money to make calls, it is free to receive calls. Thus, people who on bal-
ance receive more calls than they make tend to be poorer, whereas
wealthy people who make more calls than they receive. Additional ro-
bustness tests for the wealth results are reported in Section 6.2.4.

5.2.2. Physical and social distance

As discussed in the Introduction, favor exchange has historically
been observed in small, local communities. However, given the geo-
graphic pervasiveness of the mobile phone network, as well as the re-
duction in transaction costs associated with phone-based remittances,
there is reason to suspect that the interpersonal transfers we study
may not be similarly constrained by physical distance (Jack and Suri,
2014). Indeed, in our data we see empirical evidence that a large portion
of transfers are sent over long distances. Fig. 4(a) shows the distribution
of distances over which transfers are sent, for transactions involving in-
dividuals located in the earthquake region. While the vast majority of
transfers are sent over a short distance, there are a large number of
transfers sent to and from the capital of Kigali, which is approximately
150 km from the epicenter.
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Fig. 3. Growth in active users of the Mobile Money transfer system, using data from
January 2006 until January 2009. The service was first launched in late 2006, and uptake
was low at the time of the Lake Kivu earthquake, which is represented by the vertical
line on February 3, 2008. Use of the service increased rapidly beginning in mid-2008,
when the operator began heavily advertising and promoting the product. Gaps indicate
days with missing data (most notably from June 2008).
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In response to the earthquake, there is further heterogeneity in trans-
fers with respect to distance. The unconditional relationship between
distance and transfers, both before and after the earthquake, is depicted
in Fig. 4(Db). After the quake, the distribution shifts towards transfers oc-
curring in an intermediate range of 20-130 km. Presumably, this is be-
cause it is in that intermediate region where the other end of the dyad
is likely to be unaffected by the quake, but still lives relatively close to i.

We estimate the magnitude of this effect of distance using a regression
specification, which allows us to control for other dyad-specific factors
that might be correlated with distance. For instance, the unconditional
negative correlation between transfers and geographic distance is likely
due partially to the fact that the strength of social ties generally increases
with physical proximity. Regression results, shown in Table 6, indicate a
negative association between distance and transfers, even when control-
ling for the “social proximity” between i and j. In Table 6, the social prox-
imity of i and j is measured as the number of calls between i and j; in
Appendix Table 5, we use the number of distinct paths between i and j
as a measure of tie strength (Karlan et al., 2009).

The negative relationship between physical distance and post-shock
transfers is nonlinear. Fig. 5 illustrates the nonparametric relationship
between 07;;/0D;; and D;; by plotting the coefficient estimates for 35
from regression (5), where Z; is the number of contacts within R kilome-
ters, with a separate point for each R from 0 to 250. It is evident that, after

the quake, people with many contacts near the epicenter do not receive
more transfers. However, people with contacts more than 30 km away
from the epicenter are more likely to receive transfers in the aftermath
of the earthquake. Consistent with the earlier results of Fig. 4(b), this ef-
fect dies down for contacts located more than 100 km from the epicenter.

5.2.3. History dependence

Finally, we investigate the influence that the historical pattern
of transfers between two individuals has on the transfers sent in re-
sponse to the Lake Kivu earthquake. Specifically, we are interested in
understanding whether there is evidence that individuals with a history
of reciprocal transfers are more likely to exchange transfers.

As a starting point, we note that in equilibrium, the vast majority of
pairwise relationships we observe do not exhibit a strong reciprocal com-
ponent. Of the 646,713 dyadic pairs (i,j) for which a transfer is observed in
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Fig. 4. Distribution of distances over which transfers are sent to and from the earthquake region. A Kolmogorov-Smirnov test rejects the equality of the two distributions in (b) with

p<0.001.
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Table 6
Net transfers and distance.
(1) (2) (3)
No fixed effects Avg. partial effects Fixed effects
Shock (recipient) 4191 3.901"
(1.392) (1.307)
Distance Dy » Shock —0.117" —0.116"
(0.052) (0.051)
Social Proximity S;; « Shock 0.188 0.199
(0.128) (0.121)
Distance Dy —0.013" —0.021""
(0.004) (0.001)
Social Proximity S; 0.050""" 0.050"""
(0.003) (0.002)
Day dummies Yes Yes Yes
Fixed effects None None Dyad
(directed)
Number of observations 9915422 193256 9915422

Table 7
Net transfers and history-dependence.
(1) (2) (3)
No fixed  Avg. partial Fixed effects
effects effects
Earthquake Shock (to i) 8.866"" 8.403"""
(2.106) (1.873)
Net Bal. Outgoing Airtime T} » Shock  0.006" 0.006"
(0.003) (0.003)
Social Proximity S » Shock 0.192 0.200
(0.139) (0.126)
Net Balance of Outgoing Airtime (T%') —0.001""" —0.011""" —0.010""
(0.0002) (0.0002) (0.0006)
Social Proximity (Sj) 0.051""  0.051""
(0.003) (0.003)
Day dummies Yes Yes Yes
Fixed effects None None Dyad (directed)
Number of observations 10032721 174799 10032721

Notes: Outcome is T;, the total airtime received by i from j on day t. Mean effects are re-
ported in Table 3. Regressions include observations from the period January 4, 2008
through March 3, 2008. D;; measures the distance between i and j in kilometers on day
t, using the locational inference algorithm described in Section 4.1. S;; is measured
by counting the number of phone calls between i and j in the last three months of 2007.
All regressions include NearEpicenter; and pairwise interaction terms (e.g.
Dji* NearEpicenter;, Dyi* DayOfQuake;); these coefficients are omitted for clarity. Standard
errors, clustered by district, reported in parentheses.
* p<0.001.

** p<0.01.

* p<0.05.

* p<o0.10.

one direction (from either i toj or j to i), transfers are observed in both di-
rections in only 143,394 dyads (22%). We believe this normal pattern of
transfers is indicative of the fact that, under normal circumstances, a
great deal of phone-based giving is unidirectional, as from a worker re-
mitting wages to family or a parent supporting a child. However, for the
subset of dyadic pairs that are active in the 24-h period following the
earthquake, the proportion of bi-directional dyads jumps to 31%. The
fact that bi-directional dyads are disproportionately represented in trans-
fers associated with shocks suggests that past reciprocity may play a role
in determining future transfers.
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Fig. 5. Relationship between the geographic structure of an individual's network and her
propensity to receive a transfer after the earthquake. Values on the y-axis correspond to
the estimated coefficients from on (i, from regression (5), where Z; is the number of i's
contacts who live within R kilometers of i, with R plotted on the x-axis.

Notes: Outcome is Ty, the total airtime received by i from j on day t. Mean effects reported
in Table 3. Regressions include observations from the period January 4, 2006 to March 3,
2008. The net balance of outgoing airtime T}jf" is measured as the total volume of airtime
sent from i to j minus the total volume of airtime received by i from j prior to t. S;; is
measured by counting the number of phone calls between i and j in the last three
months of 2007. All regressions include NearEpicenter;s and pairwise interaction terms
(e.g. T NearEpicenter;, Tj¢** DayOfQuake,); these coefficients are omitted for clarity.
Standard errors, clustered by district, reported in parentheses.
* p<0.001.
** p<0.01.
* p<0.05.
*p<o0.10.

We test this formally in a regression using model (5), where past rec-
iprocity is quantified by Tj", the net balance of payments made from i to j
in the periods prior to t. Results are presented in Table 7, with additional
tests using the gross volume of transfers deferred to Appendix B. We ob-
serve that an individual i who has a net positive balance with j (i.e., j
“owes” i money), is significantly more likely to receive help from j on
the day of the earthquake (row 2 of Table 7). Importantly, this effect per-
sists even when controlling for the social proximity of i and j, and is unlike-
ly to be caused by unmodelled correlation between past transfer activity
and general characteristics of the dyadic relationship (such as shared eth-
nicity and family ties), which are absorbed by the dyad fixed effects.

The positive and significant coefficient on T/ * Shock;,. is particularly
striking given that the uninteracted effect of the prior net balance is neg-
ative (row four Table 7). In other words, on normal days without shocks,
transfers flow primarily in one direction: if i has transferred more to j
than j to i prior to t, it is more likely that another i to j transfer will
occur at t. This is consistent with the earlier observation that, under nor-
mal circumstances, there is a structural dependency where one person
consistently gives and the other receives. However, in times of severe
hardship, transfers flow in the opposite direction. After an economic
shock, if i has transferred more to j than j to i prior to t, we are more like-
ly to observe a transfer from j to i.

6. Discussion

Do these effects matter? Based on the coefficient estimate in column
(2) of Table 3, we observe that the earthquake produced an additional
influx of roughly USD$6 (2,800 RWF) to each of the 15 towers within
20 km of the epicenter, or approximately US$84 (42,000 RWF) across
all towers. In Panel C of Table 3, we further estimate that roughly
US$16,959 (8,479,935 RWF) was spent on phone calls to the affected
area. Although this latter amount may represent an implicit transfer,
since in Rwanda the caller bears the full cost of the call (all incoming
calls are free), a more conservative interpretation focuses on the value
of interpersonal airtime transfers.

The magnitude of these transfers, while large relative to normal be-
havior, is small in absolute terms. We emphasize the statistical signifi-
cance of the effect, and the corresponding statistical significance of the
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heterogeneous effects described above, as we believe it is instructive in
deepening our understanding of the complexion of mobile phone-based
transfers following economic shocks. However, the literal economic sig-
nificance of the transfers sent in response to this particular earthquake
is likely small. The discrepancy between the statistical and economic sig-
nificance is likely due in part to the low rates of uptake of the transfer ser-
vice in early 2008. As can be seen in Fig. 3, service utilization in Rwanda
has increased significantly since the time of the earthquake. Prior to Jan-
uary 2008, when the quake occurred, only 1400 individuals living in the
earthquake region had ever used the airtime transfer service. The airtime
transfer service subsequently gained more widespread adoption, creating
a larger population of potential recipients, before being gradually super-
seded by mobile money, which was introduced in 2010. If airtime trans-
fers had continued to increase proportionally to the number of active
users, a similar earthquake in 2010 is predicted to have caused an influx
0f US$25,000 to $33,000 to affected areas.'! Of course, this extrapolation
is speculative and is not meant to distract from the small absolute value
of transfers sent in response to the Lake Kivu earthquake.

There may be reason to suspect that in a time of severe shock, the
marginal utility of an airtime transfer or an incoming phone call is
higher than normal. As shown in Fig. 6, most Rwandans carry very little
airtime on their account — the median subscriber balance immediately
prior to the earthquake was US$0.10 (49.4 RWF), and roughly 32% of all
subscribers had an airtime balance of less than UW$0.01 (5 RWF),
which is not sufficient to permit outgoing communication. In Rwanda,
where an average phone call in 2008 lasted less than 30 s and cost
roughly US$0.08 (40 RWF), a small transfer could thus be sufficient to
enable the recipient to make a phone call or send a text message. Such
a transfer would also enable a recipient with zero balance to initiate a
“ missed call,” where a caller dials a number but hangs up before the re-
cipient answers. In Rwanda and many other locations this is a common
way of communicating when the caller wishes to talk but does not want
to pay for the cost of a call. Sending missed calls in Rwanda in 2008 re-
quired that the subscriber have a positive balance on his or her account.

In other contexts, such communications have been instrumental in
facilitating relief efforts.!? In Rwanda, we do not know how these trans-
fers were used, whether to call for help, to coordinate relief efforts, or
simply to reassure a loved one. We do, however, observe that the recip-
ients of transfers were disproportionately likely to use the credit imme-
diately. For instance, roughly 70% of recipients made a call within 24 h of
receiving the quake-induced transfers. On normal days, the correspond-
ing rate is 22%.

On the other hand, since what we observe is transfers of airtime, not
cash, and to the extent that the marginal utility of airtime is lower than
the marginal utility of cash, the realized benefit of these transfers could
be even smaller than the point estimates suggest. For instance, if the
sole benefit of this transfer were infra-marginal savings on future airtime
expenditures, our estimates should at least be deflated by the informal
20% commission charged for converting airtime to cash, plus additional
transaction costs. Since we only observe activity that occurs on the mobile
phone networks, it is impossible for us to ascertain whether these trans-
fers allowed the recipients to smooth consumption, as traditional models
of risk sharing predict. We are similarly unable to infer whether the mo-
bile phone-based transfers are substitutes for transfers that would have

1 At the time of the earthquake, there were roughly 2500 active mobile money users
each day, in the whole of Rwanda. As of early 2010, according to communication with
the operator, this number had grown to somewhere between 750,000 and 1,000,000. Scal-
ing transfers linearly with the increase in active users provides a lower bound of $25,200. If
traffic increases non-linearly in the number of subscribers, as much of the network litera-
ture suggests, the projected amount may even be much larger. Alternatively, if early
adopters are not representative of late adopters and respond more strongly to an earth-
quake, these projections could represent upper bounds.

12 For a recent example, see “In Turkey, Desperate Race to Find Trapped Survivors”, New
York Times, October 25, 2011: “Some dug with their bare hands, while other used heavy
machinery to remove chunks of fallen concrete and relied on cellphone calls from the
missing in the search for survivors ... a 19-year-old in the town survived by using his
cellphone to direct teams to the collapsed building where he had been trapped.”
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Fig. 6. Distribution of end-of-day account balances on February 1, 2008, the day before the
Lake Kivu earthquake. Subscribers with balances in the top and bottom 0.5% of all users
were removed to improve the quality of the display (one user had a balance of
442500RWF).

otherwise been sent using another mechanism, or whether they affect
the extensive margin. If the advantages of the technology (speed, efficien-
cy, lowered transaction costs, and lowered minimum transaction) induce
more people to give, we might observe a net increase in total transfers. Al-
ternatively, it is possible that mobile phone-based transfers, which tend to
be quite small (usually on the order of one dollar), could crowd out other
gifts that would otherwise have been sent in a larger denomination.

6.1. Motives for mobile phone-based giving

We have thus far shown that severe economic shocks produce a
small but significant increase in transfers sent over the Rwandan mobile
phone network to individuals affected by catastrophic shocks. We inter-
pret this effect as prima facie evidence that people use the mobile net-
work to help each other cope with economic shocks. We have also
observed three forms of heterogeneity in the period immediately fol-
lowing an economic shock: that wealthy individuals receive more;
that transfers decrease with geographic distance; and that past reci-
procity is predictive of future transfers.

Before concluding, we briefly investigate the possible motives that
might underlie these transfers. In particular, we wish to determine
whether the set of empirical findings are consistent with a simple
model of pro-social behavior, or whether they are best interpreted as
three separate forms of heterogeneity. To this end, we contrast two styl-
ized models of prosocial behavior, which, following Leider et al. (2009),
we call ‘charity’ and ‘reciprocity.’'® This discussion is admittedly specu-
lative, as our investigation is constrained by the available data.'*

13 Qur distinction also parallels the distinction that Ligon and Schechter (2011) draw be-
tween “preference-related” motives and “incentive-related” motives.

1 For instance, we stop well short of recent experimental work that, through clever ma-
nipulation of experimental conditions, can differentiate between different types of reci-
procity (Ligon and Schechter, 2011; Cabral et al,, 2011; Leider et al., 2009; Charness and
Rabin, 2002). See also Kinnan (2014) for an empirical test between barriers to risk sharing
in rural villages.
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Table 8

Predicted and actual comparative statics for charity and reciprocity.
(1) (2) (3) (4) (5)

Predicted
Partial Interpretation Charity Reciprocity Observed
07/0x; Wealth of i (recipient) Negative - Positive
07/0x; Wealth of j (sender) Positive - -
07e/0S; Social connectedness of i and j (recipient) Positive Positive Positive
07ije/0Dye Geographic distance between i and j at - Negative Negative
time t

0Ty/0 T Net balance of transfers fromj to i (Positive) Negative Negative

Notes: Summary of predictions of stylized models of charity and reciprocity presented in Section A, and results described in Section 5. Parentheses indicate weak predictions.

6.1.1. Stylized models of charity and conditional reciprocity

By charity we refer to the broad class of motives where a giver gives
because he receives direct utility from the act of giving or from increas-
ing the utility of another. The canonical example of this behavior is pure
altruism, where one person's utility depends positively on another's
(Becker, 1976; Andreoni and Miller, 2002):

Uie = ui (Xie — Tjie) + Vit (X + Tjie) - (8)

As before, we denote by Tj; a transfer sent from i to j at time t. The
larger the parameter 7y;; the more i values j's utility. Alternatively, y;
can be seen as representing an unconditional sharing norm that dictates
a transfer from i to j.

We contrast this idea to that of conditional reciprocity. By this, we
refer to motives that are embedded in conditional sharing norms and
long-term relationships. Here, the exchange of favors is motivated by -
or conditioned on - the expectation of future reciprocation (cf. Coate
and Ravallion, 1993; Karlan et al., 2009). This modeling framework offers
the advantage that it most transparently leads to empirical predictions
that can be tested with the data at our disposal. One way of capturing
this idea comes out of economic theory, and is best exemplified by the
dynamic limited commitment model developed by Kocherlakota
(1996) and Ligon et al. (2002). Models of conditional reciprocity have
also been proposed by experimentalists. One such model is the intrinsic,
preference-based model of Rabin (1993) and Falk and Fischbacher
(2006).'° The two modeling frameworks differ in some important de-
tails, but they make predictions that are observationally equivalent for
the data at our disposal, so we ignore these differences here.

The limited commitment model of Kocherlakota (1996) and Foster
and Rosenzweig (2001) provides a convenient illustration of the main
idea of conditional reciprocity. Imagine that individual i has stationary,
single-period utility specified by Eq. (8). Now add the idea that i expects
to benefit from future interaction with j:

o

Uy = u,-(x,-t—Tﬁt) + Vijllj (th + Tjit) +E Z &t {ui(Xis—Tj,'S) + Vijllj (st + Tj,'s)]

s+t+1
9

The first part of Eq. (9) is identical to the altruistic model (8). The
second term captures the discounted expected utility of the relation-
ship, which is the expected value of future reciprocation. When y;; is
small or zero, the exchange of favors is constrained by what i expects
to receive from j in the future. In a cooperative equilibrium, i and j will
be observed exchanging favors over time; if one of them stops, the
other will stop as well to retaliate. The behavior of i and j that is

15 This literature has sought to differentiate between the different types of reciprocity.
For recent experimental work that differentiates between different types of reciprocity,
see Leider et al. (2009), Ligon and Schechter (2011), and Cabral et al. (2011). Fehr and
Schmidt (2006) and Sobel (2005) provide theoretical overviews. We cannot test these dif-
ferent concepts of reciprocity with the observational data that we have.

predicted by this model is thus observationally similar to the condition-
al reciprocity concept of Rabin (1993) and Falk and Fischbacher (2006).

6.1.2. Empirical predictions and results

For the types of heterogeneity which we have tested with our data,
these two models yield different empirical predictions. These predic-
tions, as well as the sign of the corresponding coefficients estimated in
our data, are given in Table 8. The comparative statics are derived in
Appendix A, but the intuition is straightforward.

1. Wealth

If transfers are motivated by charity, they are expected to flow from
wealthier to poorer individuals as the marginal utility of the transfer
is likely to be higher for a poorer individual. This may be particularly
true in Rwanda, where poorer individuals are significantly more likely
to carry a zero-balance on their account, which prevents them from
making an outgoing call or sending a text message.'® A model of reci-
procity, by contrast, is more ambiguous with respect to the wealth of
the recipient. If anything, we might expect wealthier individuals to re-
ceive more, as the continuation value of a relationship is, all else equal,
higher with a wealthy person whose participation constraint is less
likely to bind in the future. Our results indicate that earthquake-
induced transfers increase in the wealth of the recipient (x;) but are
not significantly correlated with the wealth of the sender (x;). This
finding is consistent with a conditional reciprocity model of favor ex-
change, but harder to explain as motivated by charity. On its own,
however, this evidence is not particularly compelling.

2. Geographic distance
Several factors could in principle lead to the observed negative corre-
lation between distance and transfers. But the particular non-linear
form of this relationship can easily be accounted by a model of favor
exchange under conditional reciprocity (see Appendix A.2). In partic-
ular, when i and j live close to one another, they are likely to be affect-
ed in the same way by large, covariate shocks, and thus less able to
help each other than they would in response to smaller, idiosyncratic
shocks. This is precisely what we see in the data, with fewer transfers
flowing within the earthquake region, and most of the increase com-
ing from individuals 20 km or more from the recipient (Fig. 4). Out-
side of the affected region, we then observe a slow decrease as
distance increases, which would be expected if monitoring and en-
forcement costs increase with physical distance. In contrast, a simple
model of charity predicts no direct effect of physical distance on trans-
fers. To explain our findings within the framework of a charity model,
altruism would have to vary systematically with distance in the way
observed in the data. One possibility, which we cannot rule out, is
that altruism is influenced by ethnic or regional identity, and the
sense of shared identity falls systematically with distance. We discuss
some of these alternative explanations in Section 6.1.3 below.
3. History-dependence

16 The correlation between end-of-day balance and wealth is 0.15, with a T-statistic of
58.8. See Fig. 6.
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Finally, as derived in Appendix A.3, conditional reciprocity makes a
specific prediction with respect to past transfers that is consistent
with the data: j is expected to make a smaller transfer to i following
a shock to i when the net balance of i-j transfers is negative,
i.e., when i has received more from j than j has received from i in
the recent past. This formal property is intuitive: a negative balance
of transfers, which we measure as Ti}?ff, can be thought of as the
amount that i “owes” j at the time of the shock. By contrast, if
shock-induced transfers are motivated by pure charity, there is no
obvious reason why they should depend on prior transfers. In fact,
to the extent that past transfers from j to i signal j's altruism towards
i, transfers sent in response to the earthquake should, if anything, be
increasing in past transfers from j to i. We find the opposite!”
Furthermore, conditional reciprocity also implies that a positive Tj*
should not affect transfers following a shock to i. The intuitive logic
is the same: if i does not “owe” anything to j, what j is willing to
give to i is only bound by j's voluntary participation constraint
which, in this case, is unlikely to be binding. We test this specific pre-
diction in Appendix Table 9 by estimating the regression separately
for positive and negative T/. As predicted by the reciprocity
model, the coefficient of Tj*"* Shock;, is significant only when Tj¢" is
negative, not when it is positive.

Each of the above findings is consistent with the model of condition-
al reciprocity (Eq. (9)). This is not to say that each of these findings can-
not be reconciled with the charity model (8) by introducing alternative
explanations. Indeed, we discuss some of these alternative explanations
below. Yet, as no single explanation is capable of explaining all our find-
ings, Occam's razor suggests leaning towards the model that most sim-
ply explains all the findings taken together, even if the evidence cannot
be regarded as definitive.

6.1.3. Alternative explanations

Above, we have argued that the full set of empirical results appears
more consistent with a simple model of conditional reciprocity than a
simple model of charity. This interpretation relies on the heterogeneity
of the transfers with respect to the wealth of the recipient, the physical
distance of the dyad, and the past history of transfers. For each of these
findings, alternative explanations exist. We discuss those briefly here. In
Section 6.2 below, we will show that the findings themselves are robust.

A few of the possible alternative explanations for the observed het-
erogeneity with respect to wealth have already been discussed. For in-
stance, under a model of charity, wealthier individuals might be
expected to receive more if they were disproportionately affected by
the quake. However, as discussed in Section 5, the limited qualitative
evidence that we can find suggests that people at different wealth levels
were equally likely to be affected (USGS, 2009). While wealthy individ-
uals are more likely to own assets that could be affected by the earth-
quake, we can find nothing that would indicate that the relative
damage suffered by wealthy people was any greater than that of poor
people. Besides, airtime transfers were well below the value of the dam-
age suffered, so they could not be construed as compensating for dam-
ages, more as a way to help in an emergency.

A related concern is that the marginal utility of airtime consumption
may be higher for the wealthy because they consume more phone ser-
vices. Normally we would expect charitable donations to be directed to-
wards the less fortunate members of society. But when charitable
assistance is provided in kind, one could argue that it should take the
form most valued by recipients. Hence, since the wealthy consume
more phone services, they should be more likely to receive in-kind as-
sistance in the form of phone airtime. While we cannot fully rule out

17" One possibility we test for is that those who have transferred a lot of airtime to others
are likely to have a low available balance and therefore a high marginal utility of airtime. In
results not shown, we observe that controlling for the end-of-day balance before the
earthquake does not impact our estimates of the effect of Tjf' on transfers.

this possibility, we find it quite unconvincing in our case. The response
to the earthquake that we study is the immediate response, within a
short time interval after the earthquake. Within this time interval, send-
ing airtime was pretty much the only form of material assistance that
households elsewhere in the country could provide on a peer-to-peer
basis (see Table 1). If it is the only form of individual charity possible
during this period, we would not expect most of it to go to the wealth-
iest phone owners. Furthermore, as discussed in Section 6, on the day of
the earthquake the marginal utility of airtime was, if anything, probably
higher for poor people because they are more likely to carry a zero-
balance on their phone account.

An additional factor, independent of conditional reciprocity, which
may account for the wealth result would be if wealthy individuals re-
ceive more transfers because they function as intermediaries who are ex-
pected to redistribute such transfers to other people in the area, rather
than utilize the airtime themselves. We cannot entirely rule out this ex-
planation, if subsequent transfers occur off of the mobile phone network.
However, such redistribution does not occur on the mobile phone net-
work. As noted above, it appears that the primary use of the transfer is
to make an immediate phone call, with roughly 70% of the post-
earthquake recipients placing a call within 24 h of receiving a transfer.

The fact that transfers decrease with physical distance may be
caused by unrelated factors, such as the fact that people care more
about people who live closer by, for instance because those people
have similar characteristics. In our econometric specifications, we ad-
dress this concern in two ways: first, by including dyad-specific fixed ef-
fects, we control for unobserved heterogeneity for each pair of
individuals. In practice, this means that any fixed characteristic of the
dyad (for instance, the possibility that i has a strong affinity for j and
consistently sends j transfers) is absorbed in the fixed effect. The prima-
ry coefficient of interest reflects the additional transfer sent between
geographically-proximate individuals in response to shocks, after ac-
counting for any heightened transfers at baseline. Second, by controlling
for a variety of measures of social proximity S;;, we attempt to isolate the
effect of geographic distance on shock-induced transfers, conditional on
social distance. Factors such as kinship, co-ethnicity, and other forms of
homophily are likely to be captured in this regressor.

The history-dependence that we observe is perhaps the strongest in-
dication that reciprocity is at play. To restate the result: we find that in
normal circumstances, transfers flow primarily in a single direction, and
iis more likely to receive from j if i has received fromj in the past. How-
ever, after an economic shock, the opposite trend exists: i is less likely to
receive from j if i has received more from j in the past. It is difficult to
come up with a reasoning that would account for this finding within
the framework of a charity model.

6.2. Robustness

While the vast quantity of observations in our regressions makes it
possible to detect relatively small changes in transfer activity, we con-
duct a large number of robustness checks to ensure that the results
are not a mere artifact of our dataset. Here, we present the results
from a series of “placebo” tests to demonstrate that similar results do
not obtain on days where no earthquake occurs (Table 9), and that
the inclusion of lag and lead terms does not alter the results
(Table 10). To demonstrate that the effects observed in response to
the Lake Kivu earthquake are likely to generalize to other severe shocks,
we show that a similar, albeit muted, response is observed after a series
of large floods that occurred in late 2007 (Table 11). Finally, in
Section 6.2 we discuss possible endogeneity and limitations of the
proxy we construct to measure SES.

In Appendix B, we further show that the our results are not sensitive
to the econometric specification, including the use of fixed effects or the
inclusion of different time-varying controls (Appendix B.1). To address
the possibility that our effects are driven in part by outliers or a
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Table 9
Placebo tests — region.
(1) (2) (3) (4) (5)
3 month early 2 months early 1 month early Actual Quake 1 month late
placebo —2056.429 312.790 798.729 13326.179™ —1089.114
(2471.31) (1662.70) (869.67) (1337.56) (1651.68)
placebo_lag1 —4438.345 902.978 196.765 —992.363 —133.638
(3292.15) (1259.07) (1342.27) (1215.16) (3688.71)
placebo_lag2 —1628.159 2961.500 80.133 1495.821 —7377.086
(1967.20) (2775.80) (2661.46) (2678.79) (5687.47)
placebo_lag3 1370.931 1437.113 2430.937 789.919 —1949.726
(1115.80) (1711.70) (3958.41) (3092.60) (1931.41)
placebo_lag4 —2393.805 —1599.899 —33.634 —207.856 —3785.758
(2354.55) (2108.57) (1691.97) (1407.14) (3793.98)
placebo_lag5 1154533 1153.144 611.661 —44.916 —3324.983
(1127.09) (1005.35) (1514.86) (2914.84) (2332.18)
placebo_lag6 1482.134" —1509.240 —324.826 —2662.037 —53.801
(748.31) (1069.94) (1044.35) (3156.40) (2037.16)
placebo_lag7 1371.100" 963.621 1542.388" —401.769 1764.977
(709.54) (735.43) (807.87) (810.92) (2372.48)
Total calls 0.010 0.010 0.010 0.010 0.010
(0.01) (0.01) (0.01) (0.01) (0.01)
Outgoing transfers 0.878"" 0.878"" 0.878"" 0.878"" 0.878"""
(0.02) (0.02) (0.02) (0.02) (0.02)
Constant 2431.066™" 2430.638"" 2430.741°" 2431.985™" 2432.176™"
N 18990 18990 18990 18990 18990
Outcome: Value of incoming airtime sent to people in district (in RWF; US$1 = 500RWF). Heteroskedasticity-robust SE's in parentheses (clustered at district level).
*** p<0.001.
** p<0.01.
* p<0.05.
N
p<0.10.
dependent variable with a long right tail, Appendix B.2 uses binarized, Table 10 .
R . . . . Lagged effects of the earthquake on transfers and calls received.
winsorized, and other simple transformations of the dependent variable
that are less sensitive to outliers. We also provide evidence that our re- (1) (2) (3)
sults are not affected by the structure imposed on the variance matrix, Transfers Calls received  Int'l calls
including a variety of alternative methods for clustering standard errors received received
(Appendix B.3); that they do not depend on the choice of time window Shock 13599.987"  14206.422°* 141.634"
being analyzed (also Appendix B.1) or on any specific measure of social (1051.04) (3762.18) (57.11)
proximity (Appendix B.4); and that it is unlikely that our heterogeneous shock_lag1 —1200.544 4590.319 124.644
effects are driven by mean reversion (Appendix Table 9). (1129.42) (507.72) (77.40)
Y (App ) shock_lag2 1444.242 1635.936 60.666
(2848.82) (1035.70) (50.72)
shock_lag3 595.617 1293.153"" 45.264
6.2.1. Placebo tests (3277.26) (299.40) (33.24)
. * +
As a robustness check of the average treatment effect, we verify that shock_lagd (—1‘3‘?3?3? (;g;gg‘)‘ —(?g-gg?
the effects of the earthquake on transfers are umque‘to the Qay ‘of the shock_lag5 ~189.757 1066.467*" —68270"
earthquake, and do not generally occur on days without significant (3162.41) (228.90) (29.36)
economic shocks. We do this first at the district level, following the meth- shock_lead1 567.236 224.344 32.700
odology used to produce Table 3. In Table 10, we include lag and lead (1886.17) (322.57) (25.67)
terms to test whether there was a significant effect of the earthquake on shock_lead2 (}}?g'gg; é;;éffj (ii'gg
trar.lsfer patterns in the da.q(s immediately bgfore anq aft.er the earthquake. shock_lead3 9727993 Z7107 96907
To identify these ten additional terms, we include district-level data from (1802.28) (207.44) (60.26)
the full dataset as in Appendix Table 1. In column 1, we observe that this shock_lead4 —117.459 —489.221" —17.748
effect does not exist, and before the earthquake (lead1-lead5) and after hock leads %gg?gg; “Z‘;g;g (?3-;2
the earthquake (lag1-lag5), there was no significant change in transfers shockiea (6234.18) (236.95) (58.40)
to the affected regions. These results hold for lags and leads of up to Outgoing transfers 0.884***
10 days. In columns (2) and (3), we see in contrast that national calls to (0.02)
the affected region increase in the days following the earthquake. Interna- Outgoing calls 0969
tional calls do not. Critically, there was no anomalous increase in any sort . . (0.00) .
. . . Outgoing international calls 0.953
of mobile network traffic in the days prior to the earthquake. (0.02)
Table 9 presents results from testing the same specification as in N 19200 19200 19200

column 4 of Table 3 but with a “placebo” shock at the same location
on different dates. Thus, we test for a spurious effect several months be-
fore (columns 1-3) and after (column 5) the actual earthquake (column
4). In contrast to the results obtained for the date of the actual earth-
quake, we observe no significant change in transfers on the day of the
placebo earthquakes.

Notes: Outcome is specified in column heading, aggregated at the district level. Regres-
sions include data from entire time window as described in Table 2 (October 2006-July
2008). All specifications include daily and district fixed effects. Heteroskedasticity-robust
standard errors in parentheses (clustered at district level).
* p<0.001.
** p<0.01.
* p<0.15.
+ p<0.10.
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Table 11
Effect of flood on transfers.

(1) (2) (3) (4)

Pooled OLS  OLS controls  tower FE tower/Time FE
Flood shock 1455411 772.401" 818.131" 849.166"
(770.90) (290.32) (312.69) (344.89)
DaysOfFlood, 781550 361.117**  366.729""
(166.88) (78.07) (72.11)
NearFloodRegion;; 264.965 173.885™"
(919.89) (57.73)
Outgoing transfers 0.679"" 0.640""" 0.599"""
(0.03) (0.03) (0.03)
Total calls 0.088""" 0.070"** 0.084""*
(0.00) (0.01) (0.01)
Tower fixed effects  No No Yes Yes
Date fixed effects No No No Yes
R? 0.000 0.785 0.804 0.811
N 170880 170880 170880 170880

“In flood region” defined as towers in the two districts affected by the flood. “Days of flood”
are 9/12/07-9/18/07.
** p<0.001.
** p<0.01.
* p<0.05.
+ p<o.10.

6.2.2. Other large covariate shocks

The results presented so far provide strong evidence that Rwandans
used the mobile phone network to send airtime to friends and families
affected by a major earthquake, and that these results are robust to dif-
ferent empirical specifications. We now show that similar transfers are
observed following other natural disasters.

During the period for which we have mobile phone data, there were
no massive natural disasters on the scale of the Lake Kivu earthquake.
However, there were two major floods that severely disrupted the lives
of many Rwandans. These floods are not as well suited to our estimation
strategy as the earthquake, since floods are less precisely located in
space (there is no single epicenter), and the timing is only partially exog-
enous (prior weather patterns anticipate floods). Therefore, there are a
priori reasons to expect that the effect of a flood on transfers would be
less pronounced than the effect of an earthquake.

Nonetheless, we do observe a significant increase in transfers on the
days following a severe flood. In Appendix Table 11, we estimate Eq. (1)
for the towers in the region of a flood that killed 17 during September
2007. We find a modest but strongly significant increase in airtime
sent to regions affected by the flood. In column (4) of Table 11, the
point estimate is roughly half that of the corresponding point estimate
of the effect of the earthquake (column 4 of Table 1).

6.2.3. Net vs. gross transfers

As a further robustness check, we repeat the same analysis using net
instead of gross transfers. The concern is that gross transfers may mis-
represent the aggregate magnitude of the transfers if individuals who
receive airtime pass it on to others in the same region. This could result
in double-counting at the district or cell tower level. Thus, we redefine
the dependent variable in regression (2) as Ty = >_; Tjjre- 2_j Tjires that
is, the transfers received by i from others minus the transfers given by
i to others. At the district and cell tower levels, we similarly redefine
Let Trrr=2_ier, 2_jer, Tijre Where ry and r, are two different locations
(e.g., districts or cell tower area); 7, . represents the total transfers
received by individuals in location r; from individuals in location r>.
Summing over all other locations yields the gross transfers from other
locations to location r;. Net inflows to region r; are thus 7/, =
> v, Trire= 2r, Tryre. Results, shown in Panel B of Table 3 are similar in
significance and magnitude to those reported in Panel A, implying that
the magnitude of our findings is not driven by double counting.

6.2.4. Limitations with our measure of inferred wealth

Estimation of models (4) and (5) relies on a proxy for SES, x;, to mea-
sure the relative socioeconomic status of the population of mobile phone
subscribers. In utilizing the ?;1 as computed above, one potential concern
is that our x; is more a proxy of aggregate phone use or technological so-
phistication than actual economic wealth. We take several steps to mini-
mize this possibility.

Two precautions have been discussed already: First, as noted in
Section 5.2.1, we find qualitatively similar results when using a variety of
more parsimonious proxies for wealth. In particular, whether using a sim-
ple metric that is likely to be positively correlated with wealth (i.e,, total re-
charges) or negatively correlated with wealth (i.e,, net incoming calls), we
find that the heterogeneous effect persists with the expected sign. Second,
when estimating Eq. (7) we exclude all metrics related to use of the airtime
transfer service. This helps reduce the primary source of endogeneity, that
there exists a mechanical correlation between YA,d and Tjjr.

Third, we use a highly non-parametric model to estimate Eq. (7) that
includes district fixed effects and second-order polynomial terms. As a re-
sult, there are strong non-monotonicities in Eq. (7) such that YA,d is increas-
ing in some measures of phone use, decreasing in others, and in general is
highly non-linear. This limits the concern that YA,-d simply captures aggre-
gate phone use.

Fourth, we explicitly control for different measures of aggregate
phone use in our regressions that include YAid. Column 2 of Table 5 pre-
sents the results of re-estimating the partial effect of wealth on transfers
received (Table 4 in the main text, reproduced as column 1 of 5), while
additionally controlling for “Recipient Calling Activity,” which is simply
the total number of calls made by the recipient in 2007. We assume that
this measure is likely to be more directly correlated with the recipient's
general propensity to utilize the phone than our non-parametric mea-
sure of wealth x; = YA,»d. Comparing the results of columns 1 and 2 of
Table 5, we note that all coefficients have the same sign and statistical
significance. In particular, the correlation between recipient wealth
and transfers received remains positive and significant. Separately con-
trolling for additional measures of calling activity, such as the sum of
calls made and calls received, produces very similar results.

Beyond these concerns which we can address explicitly, there are
additional limitations to the approach we have taken to estimating
wealth from call records over which we have less control. For instance,
we have glossed over distinctions between income, expenditures,
permanent income, and wealth, which sometimes are of material con-
sequence (cf. Deaton and Muellbauer, 1980). Also problematic is the
possibility that asset-based proxies for expenditures may provide bi-
ased estimates of the expenditures of certain types of individuals. For
instance, if a strong correlation is found between television ownership
and assets among the aggregate population, but a small subgroup of
the population has a distaste for television, this simple method would
systematically underestimate the expenditures of that subgroup. Final-
ly, one particularly troubling assumption we must make is that the rela-
tionship between assets and expenditures identified with the function
f() in the 2005 RHS data will remain constant when applied to phone
survey data collected in 2009.'® By using Yy as a proxy for x;, we do
not mean to imply that this method provides an externally valid mea-
sure of an individual's wealth, or that YA,-d could be used to infer changes
over time. Rather, we intend it to provide a proxy for the relative wealth
of individuals in our mobile phone dataset so as to be able to assess het-
erogeneity among our population of interest.

18 This assumption is unjustified for at least two distinct reasons. First, the data for the
two populations was collected using very different methodologies, and respondents
may respond differently to questions about assets depending on whether they are asked
in person or over the phone. Second, the data was collected in different years, and it is pos-
sible that the relationship between assets and expenditures would evolve over such a long
interval. For instance, the strong relationship observed in 2005 between television owner-
ship and wealth may be weaker in 2009, as electricity becomes more available and used
televisions saturate the market.



172 J.E. Blumenstock et al. / Journal of Development Economics 120 (2016) 157-181

7. Conclusion

Analyzing four years of activity on Rwanda's largest mobile phone net-
work, we have tested whether the mobile phone network is used to trans-
fer resources to individuals affected by natural disasters. We find a
significant increase in airtime transferred to individuals affected by covar-
iate shocks, and a large increase in expenditures on communication to
those same individuals. Given the low rates of adoption of the airtime
transfer service at the time of the shocks, the absolute value of money
transferred is small, but a simple back-of-the-envelope calculation indi-
cates that just a few years later, the total response to a similar earthquake
in Rwanda might have been as large as $25,000 to $33,000.

The average response masks significant heterogeneity: wealthier in-
dividuals and individuals with contacts near the earthquake epicenter
are more likely to receive transfers. This heterogeneity sheds some
light on the motives behind these transfers. We seek to reconcile our re-
sults with two canonical models of giving, one based on pure charity,
the other on conditional reciprocity. We show that these two motives
for giving produce conflicting empirical predictions, in particular with
respect to the marginal effect of past transfers, wealth, and geographic
distance. Testing these hypotheses with the data from Rwanda, we
find that the pattern of findings is consistent with the predictions of
the conditional reciprocity model, but is harder to reconcile with a
pure charity model.

Given the increasing prominence of mobile technology in develop-
ing countries, it is important to develop a better understanding of the
economic impacts that this technology will have on the lives of its
users. In this paper, we argue that mobile phones can provide a new
method for coping with unexpected shocks by facilitating communica-
tion and enabling long-distance interpersonal transfers. Since the alter-
native mechanisms used for remittances are considerably slower and
more expensive, this immediate influx of support may be of material
consequence.

Appendix A. Motives for mobile phone-based giving: details

A.1. Charity

In the time that has passed since the 2008 earthquake, the landscape
of mobile phone use in Rwanda has changed in important ways. The
number of mobile-cellular telephone subscriptions per 100 inhabitants
has climbed from less than 1 in 2002, to roughly 15 at the time of the
earthquake, to nearly 57 in 2013 (ITU 2014).!° Thus, while the average
mobile phone user in 2008 was roughly half as wealthy as the average
Rwandan citizen in 2008 (Blumenstock and Eagle, 2012), today the mo-
bile phone subscriber base is more representative of the adult popula-
tion of the country. Given the low transaction costs of phone-based
transfers relative to existing alternatives, we expect the potential bene-
fits of the technology to continue to increase.

Over the past several years, the primary Rwandan operator and
several of its competitors have upgraded their network from a
basic system for transferring airtime to a set of fully-fledged mobile
money networks. Similar in features to the wildly popular M-Pesa
network in neighboring Kenya, Rwandan mobile money networks
allow for over-the-counter purchases, official re-conversion of air-
time to cash by authorized agents, and several other value-added
services. There are currently over one million active users of the mo-
bile money network in Rwanda (Argent et al., 2013). While we do
not have data on mobile money usage, part of the reason why uptake
has been so rapid in East Africa is that it functions as a system for re-
mitting money to people located elsewhere. This type of usage is
analogous to the airtime transfer system we study. Thus, if the use
of mobile money continues to spread, its scope for facilitating risk
sharing across space will similarly continue to grow. Our study nev-
ertheless suggests that the potential benefits of mobile technology
may not be evenly distributed. There is a sharp divide between peo-
ple who do and don't own mobile phones, and as we show, it is the
wealthiest who are most likely to reap the benefits of phone-based
transfers. Such evidence suggests that policies that more actively tar-
get poorer segments of the population, and which lower barriers to
adoption and use, might better ensure that the potential benefits of
mobile phones are realized by those with the greatest need.

As discussed in the main text, the mobile phone-based giving that occurs in response to economic shocks is statistically strong, though small in
absolute terms. We defined a simple model of charity, by which we refer to the broad class of motives where a giver gives because he receives direct
utility from the act of giving or from increasing the utility of another. The canonical example of this behavior is pure altruism, where one person's
utility depends positively on another's (Becker, 1976; Andreoni and Miller, 2002):

U,’t =U; (Xj[ — Tj,‘t) + ’y,-juj (Xj + Tj,'t). (A.l)

As before, we denote by Tj; a transfer sent fromi to j at time t. Assuming u;(-) and u;(-) are increasing and concave, with x; representing the income

of individual i and "y; denoting the level of altruism felt by i towards j, it is easily shown that two predictions of such a model are

OE [Tj,"X,‘] OE [Tji‘xj}
3, >0 and ox;

<0. (A2)

Giving is expected to increase in the income of the sender (as the marginal cost of giving decreases), and decrease in the income of the recipient
(as the marginal benefit of a gift decreases). Such predictions are supported by observed patterns of altruism in a variety of contexts, including char-
itable giving in the United States (Andreoni, 2006) and the behavior of “rescuers” in Nazi-occupied Europe during World War II (Hoffman, 2010).2°
Through similar logic, we expect that in cases of directed altruism, where *y; varies across dyads, transfers decrease with the social distance between i
and j. However, ceteris paribus and conditional on an appropriate measure of social distance, there should be no relationship between transfers and

19 Note that this particular metric of mobile phone penetration is an overestimate of the number of unique individuals, as many individuals have multiple SIM cards registered to their
name.

20 While the comparative statics in Eq. (A.2) are most transparent in the model of linear altruism specified by Eq. (8), similar predictions obtain from several related models of charitable
behavior, and we make no pretense to be able to distinguish between them. Thus, models of inequity and inequality aversion (where i seeks to minimize |x;-x;|), social welfare models
(where i maximizes min{xy, ...,X,}), and warm glow giving (where v(x;+ 7;;) in Eq. (8) is replaced with 7;;) all yield similar predictions (cf. Fehr and Schmidt, 1999; Bolton and Ockenfels,
2000; Charness and Rabin, 2002; Andreoni, 1990; List and Lucking-Reiley, 2002).
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geographic distance. Finally, in the simple model specified by Eq. (A.1) and E1. (8) in the main text, we expect current transfers between i and j to be
“memory-less” (Fafchamps and Lund, 2003), i.e. current transfers should not depend on the past history of i-j transfers — so as long as we can control
for other time-invariant aspects of the i-j relationship. To the extent that an association does exist between past transfers and current transfers, we
would expect it to be positive, as past transfers may reveal information about how much i cares about j, above and beyond the undirected measures of
relationship strength that we employ. These predictions are summarized in column (3) of Table 8.

A.2. Conditional reciprocity

By conditional reciprocity, we refer to motives that are embedded in long-term relationships of bilateral exchange. We focus here on instrumental
reciprocity, where mutual exchange is motivated by the expectation of future reciprocation (cf. Coate and Ravallion, 1993; Karlan et al., 2009), as this
model most transparently leads to empirical predictions that can be tested with the data at our disposal. Other models of reciprocity, and most no-
tably the intrinsic, preference-based reciprocity modeled by Rabin (1993) and Falk and Fischbacher (2006), produce similar predictions. However,
since our intent is not to differentiate between these different types of conditional reciprocity, we present a simple model of dynamic limited com-
mitment that captures many of the central tenets of the wider literature.?!

The basic idea is easily illustrated by a model of risk sharing under dynamic limited commitment (Ligon et al., 2002; Foster and Rosenzweig, 2001).
Following Foster and Rosenzweig (2001), we assume i has stationary, single-period utility specified by Eq. (A.1), but allow for the possibility that i
expects to benefit from future interaction with j:

Ui = i (Xie—Tjie) + Yyitd (Xie + Tjie) +E D 8F [ui(xis_Tjis) + yijuj (Xjs + Tjis)] (A3)
s=t+1

The first part of this equation is identical to the altruistic model (A.1), while the second term captures the discounted expected utility of the
relationship.

This formulation produces two key insights relevant to the current analysis. First, when contracts are not fully enforceable ex-post, transfers re-
ceived in the current period will depend on past transfers given. Models using conditional reciprocity norms generate the same prediction. For the LC
model, this property is formally derived in Appendix A.3, however the intuition is straightforward: In the stationary model of Eq. (A.1), i and j will
transfer the necessary 7j; to equate the ratio of their ex post marginal utilities to y (or 1/y if x;<x;). If y is sufficiently small, i and j operate in autarky.
By contrast, in the dynamic model specified by Eq. (A.3), i and j also derive utility from expected future interactions and transfers, and so may adjust
the ratio of marginal utilities at time ¢ to maintain the relationship and avoid reversion to a series of static Nash equilibria. Intuitively, when i suffers a
shock in period t, the marginal utility of 73 will be quite high and so he will be willing to sacrifice a greater share of his continuation utility in exchange
for alarger transfer at t. As a result, we expect transfers from i toj sent in response to a shock to be decreasing in the net balance of transfers previously
made from i to j (denoted by Tj"):

OF |7y T} s
— <0 where Tji" = " 7 —Tj (A.4)
jit 5=0

As robustness checks, we further expect that 7j; will decrease in the gross volume of prior transfers from i to j (denoted by Tj;) and increase in
gross prior transfers from j to i (denoted by Tj;):

O [T | e =

O [T
O [T Tje] <0 and 2 0 where Tj; = > Tjs
s=0

0T ijt

This model of dynamic limited commitment has been shown to account for empirical evidence better than a stationary model with no history-
dependence (Ligon et al., 2002; Genicot and Ray, 2003; Fafchamps and Lund, 2003).
A second point of contrast between the model of charity (Eq. (A.1)) and conditional reciprocity (Eq. (A.3)) pertains to the marginal effect of geo-
graphic distance on transfers. Under the second formulation, and as discussed by Ligon (1998) and De Vreyer et al. (2010), transfers are expected
to decrease as, ceteris paribus, the cost of monitoring and enforcement increases. Assuming that such monitoring and enforcement costs increase
monotonically with geographic distance Dy, we expect that**:

OE[Ty\dy, Sy
Ty <0 (A.5)
i.e., conditional on the strength of the social connection between i and j, the further away j resides from i, the less likely is j to help i following an id-
iosyncratic shock. Of course, distance is likely correlated with other factors that influence the decision to give, but which are not related to monitoring
and enforcement per se.?® Thus, when we operationalize Eq. (A.5) in a regression setting, we always condition our empirical results on Sj;, an
undirected measure of the strength of the relationship between i and j, and a dyad fixed effect m;;, so that we estimate the partial effect of geographic
distance holding constant other unobservable characteristics of the dyad.

21 For recent experimental work that differentiates between different types of reciprocity, see Leider et al. (2009), Ligon and Schechter (2011), and Cabral et al. (2011). Kinnan (2014)
provides a test between different barriers to informal insurance in rural villages.

22 This could be the case if, for instance, j must visit i to verify damage to i's property, and the cost of travel increases with distance.

23 For instance, transaction costs, which often rise with distance, have received recent attention by Jack and Suri (2012). However, since the cost of remitting over the Rwandan mobile
network is free at all distances, transaction costs are unlikely to drive empirical estimates of Eq. (A.5).
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The predictions of model (A.3) are summarized in column (4) of Table 8. Unlike the model of charity, the model of reciprocity does not make strong
predictions regarding the relative wealth of i and j. We might expect transfers to go to wealthier individuals if strategic agents seek to ingratiate them-
selves for future reciprocation. Such an interpretation is supported by recent work by Schechter and Yuskavage (2011), who find that transfers are likely
to flow from more to less wealthy households in unreciprocated relationships, while reciprocated relationships are more likely between wealthier house-
holds. Alternatively, we could observe flows from the rich to the poor if the poor reciprocate in ways other than airtime (Fafchamps, 1999; Platteau, 1995).
A.3. History-dependence in reciprocity

We derive the history-dependence of current period transfers in the model of dynamic limited commitment presented in Section A.2. The exposition is
based on Ligon et al. (2002) and Foster and Rosenzweig (2001), but makes explicit the extension to the case where single-period utility includes a com-
ponent of altruism. Other models of reciprocity, and in particular the preference-based reciprocity of Rabin (1993) and Falk and Fischbacher (2006), are
predicated on fundamentally different “reciprocal” motives, but yield similar empirical predictions. We employ the enforced/instrumental model because
the comparative statics that result are most directly testable with the data at our disposal, but do not mean to imply that the behavior we observe is nec-
essarily motivated by this particular type of reciprocity vs. a different type of reciprocity.

We rely on a model with two agents i and j with a von Neumann-Morgenstern utility where i's single period utility in increasing in j's single
period utility according to Eq. (8), and vice versa. In static equilibrium, non-zero transfers occur when i's marginal utility of consumption is less
than the y-weighted utility of j, i.e., when

uj(Xie) < yuj(Xje) (A.6)

or when the converse applies to j.>* Call this static transfer, which depends on the state s of the world, 7}, where the superscript N denotes that this is
the static Nash equilibrium. It is easily seen that whenever Eq. (A.6) holds, i will transfer a non-zero 7}, that satisfies

Iy, _ N
u; (X,t Tjit)

_y (A7)

uj (xjt + T]’.}’[>
When the converse of Eq. (A.6) applies (i.e. uj(x; < yui(x;)), the transfer will be negative, and in all other cases the transfer will be zero.

In the repeated-game setting, agents are infinitely lived but are unable to save across periods. Given uncertainty as to the state of the world that

will be realized in the future, both i and j can potentially be made better off through (possibly negative) state-contingent transfers 7j. The current-

period utility of i is then the sum of single period utility plus the expected discounted utility of future interaction with j, where & is the discount factor:

Up = wi(Xie — Tie) +Y5 (e +Tje) +E 2 6" [ui(Xis — Tiis) + Y145 (X + Tiis)] (A8)
—_———— —— s=t+1

own consumption altruistic benefit - - - -
continuation value of relationship

single period utility

Though i and j may agree ex ante to a set of state-contingent transfers, imperfect ability to enforce contracts implies limited commitment ex post.
After the state of the world is realized, either agent can renege at any time, in which case both i and j will revert to the static Nash equilibrium where
Tji=The as given by Eq. (A.7). Then, i's utility is simply

U = i (xi— it ) + yuy (0 ) + E > [ (=) v (o4 735 | A9

s=t+1

The set of sustainable contracts are then defined by the implementability constraints that require utility for both agents to be (weakly) greater
than under the static Nash equilibrium, i.e., U} > Uf and U}, > Uf. These constraints specify a superset of sustainable contracts, a subset of which
are efficient.

In the repeated game, the transition matrix I'T specifies the probabilities ps, = Pr (X, 1 =r|X;=Ss) of transitioning from state s at time t to state r at
time t+ 1, where S is the state space of the Markov chain. The set of constrained-efficient contracts along the Pareto frontier can then be characterized
as

Ujs(Uis) = max{uj (Xie + Tie) + VUi (Xie —Tjie) + 6 PsrUjr(Uir)} (A.10)

TJit TCs

where U;; denotes the expected discounted utility of i given state s at time t, which j is required to satisfy. The following conditions must be met for
Eq. (A.10) to be optimal:

A [ui (x,»t—Tj"i’[> —u; (Xn + T]Nnﬂ +vy [uj (Xje + Tjir) —U; (xjt + T]"’l[ﬂ 62 psUir 20
res
opgdr: Ui 20
ODgrfhy © Ujr(Uir) 20
i X —Tjie 2 0
¥ Xje—Tji 2 0

24 For simplicity we assume that i and j are similarly altruistic, i.e., y;= Yi=".
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With u;(-) and u;(-) concave, Uy(-) and Uj(-) are also concave, implying the following first order conditions and envelope condition:

(e + Tie) + YU~ Tye) Ui — )
Ui (e — T+ YU (X + i) U (Xie = Tiie) + YV (Xje + Tiie) :
’ A+
Vi) = (A12)
_ u; (it + Tjie) + YU} (Xie — Tje)
uf (Xie — Tjie) + YU (Xje + Tiie)
= -Vi(Us) (A13)

The optimal contract is thus characterized by the slope of the Pareto frontier, A, which determines the extent to which i can transfer current-period
utility to j. For each state, there exists a set of implementable points on the Pareto frontier between A™™ and A,

The history dependence arises as follows. When i and j first enter a relationship at t =0, they agree upon a contract that specifies a fixed ratio of
marginal utilities Ao, which is a point on the Pareto frontier. Once the state of nature becomes known at t=1, i and j will attempt the 7j; that main-
tains the ratio of marginal utilities at Ao. For simplicity, assume that at t=1, j suffers a negative shock such that x;; >x;;, though the same logic applies
when x;; £x;1. Then, in order to maintain A, the agents will attempt Tﬁt> 0. However, if Tﬁt> 0is large enough to make the implementability constraint
on i bind, then i and j will implement 7};<7}; in order to avoid the static Nash equilibrium TJ’-}’t and preserve the continuation value of the relationship.
The implemented 7j; will be just sufficient to relax the constraint on i, and a new constrained-efficient ratio of single-period marginal utilities A, will
be determined according to (A.12).

If the implementability constraints never bind (intuitively, this occurs when income covariance between i and j is high), then agents will continue
to equate marginal utilities at Ao and there will effectively be no history dependence in 7j; However, when a constraint binds, the dynamic model
allows the worse-off agent to sacrifice future consumption (by accepting a less favorable ratio of utility A) in exchange for a transfer in the current
period. This recalibration of A affects all subsequent ;.

Appendix B. Robustness
B.1. Functional form assumptions

We briefly show that our central results are not sensitive to the precise econometric specification, or to the choice of time window (which in most
regressions is restricted to the period starting one month before the earthquake and ending one month after the earthquake). Appendix Table 1 pre-
sents estimates of the average treatment effect of model (1) using the full dataset from October 2006 until July 2009 under a variety of econometric
specifications. Column (1) gives the standard OLS results with no control variables X;,, time fixed effects 6,, or tower fixed effects m,. Column (2) in-
cludes time-varying controls to account for regional variation in mobile phone use, column (3) adds regional fixed effects, and column (4) adds daily
dummy variables. Across all specifications, the estimated effect of the shock remains strong and significant, and of a magnitude similar to that
presented in Table 3.

Appendix Table 1
Sensitivity of estimation to functional form assumptions.
(1) (2) (3) (4)
Pooled OLS OLS w/ controls Region FE Region & day FE
Earthquake Shock 2856.952""" 2193288 2355.990""" 2209329
(416.57) (266.57) (176.02) (236.19)
DayOfQuake —717.340"* —749.883"** —679.739™*
(211.62) (98.79) (109.77)
NearEpicenter;, —1342.708" — 124474
(546.53) (27.93)
Outgoing transfers 0.679""" 0.640""" 0.599"""
(0.03) (0.03) (0.03)
Total call volume 0.088"" 0.070""" 0.084™"
(0.00) (0.01) (0.01)
Tower Fixed Effects No No Yes Yes
Date Fixed Effects No No No Yes
R? 0.001 0.785 0.804 0.811
N 170880 170880 170880 170880

Notes: Outcome is the total amount transferred into a tower on a single day. NearEpicenter defined as those towers within 20 miles of the earthquake epicenter. Columns 2-4 include
controls for overall network activity at the tower-day level. Column 3 includes tower-level fixed effects. Column 4 includes daily fixed effects. Estimates made using data from October
1, 2006 through July 1, 2008. Heteroskedasticity-robust SE's in parentheses (clustered at district level).
* p<0.05.
** p<0.01.
# p<0.001.
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B.2. Sensitivity to outliers

To address the possibility that our effects are driven in part by outliers or a dependent variable with a long right tail, we run a series of robustness
checks in Appendix Table 2. Column (1) contains the original results from column (4) of Table 3 for reference. Column (2) transforms the dependent
variable (7) into a binary indicator that is one when 7;,>0 and zero otherwise. Column (3) trims outliers by dropping observations with
Tije>2500RWF, where 2500RWF is the 99th percentile of non-zero transfers received. Column (4) winsorizes the dependent variable at the 99th per-
centile following Tukey (1962) by replacing all values greater than the 99th percentile (2500RWF) with values at the 99th percentile. Column (5) ap-
plies the inverse hyperbolic sine transformation to reduce the influence of extreme observations of dependent variables (Burbidge et al., 1988). In all
cases, the primary coefficient of interest is still positive and statistically significant.

Appendix Table 2
Sensitivity to outliers.
(1) (2) (3) (4) (5)
Original Binary Trimmed Winsorized Inv. hyperbolic sine
Earthquake Shock 8.136™*" 0.005*** 4275 0.100""* 0.050"**
(1.34) (0.00) (0.96) (0.01) (0.00)
Day of earthquake dummy —3.253" —0.012"" —2.102"" —0.130"" —0.052""
(0.53) (0.00) (0.21) (0.01) (0.00)
Recipient near epicenter 0.229" —0.005""" —0.074 —0.042"" —0.015""
(0.11)™ (0.00) (0.13) (0.01) (0.00)
Day fixed effects Yes Yes Yes Yes Yes
Fixed effects Dyad Dyad Dyad Dyad Dyad
N 10032721 10032721 10031628 10032721 10032721

Notes: Specifications are similar to that used to produce column (4) of Table 3, with different transformations of the dependent variable to reduce the influence of the long right tail of the
dependent variable. Column (1) contains the original result for reference. Column (2) uses a binary dependent variable that is positive when recipient receives a non-zero transfer. Column
(3) removes outliers by dropping values whether the transfer is greater than 2500 RWF, which is the 99th percentile of non-zero transfers received. Column (4) winsorizes the dependent
variable at the 99th percentile. Column (5) applies an inverse hyperbolic sine transformation to the dependent variable.
* p<0.05.
** p<0.01.
* p<0.001.

B.3. Robustness of dyadic regressions

In the body of the paper, we use dyadic regressions to measure which types of individuals i and j are most likely to receive and send transfers in
response to the earthquake. Tables 4 and 7 employ dyad-specific fixed effects to control for unobserved, time-invariant characteristics of the dyad.
Thus, the coefficient on the interaction between x; and Shock;, in Table 4 indicates the extent to which wealthier individuals i are more likely to receive
a transfer after the earthquake, in relation to the normal activity observed between i and j. This specification, formalized in Eq. (5), reduces biases
resulting from unobserved characteristics of i, j, and the dyad i-j that could be correlated with the error term e;;.. For instance, if i sends a large transfer
to j on each day of the year (for reasons unrelated to economic shocks), the dyadic fixed effects will ensure that a large transfer sent fromj to i on the
day of the earthquake is not mis-attributed to the effect of the earthquake.

As a robustness check, we demonstrate that our key results hold if the regressions are estimated with a more parsimonious model that replaces
the dyad-specific fixed effects (for each pair i-j) with sender-specific fixed effects (for each sender j). This model is slightly less restrictive, and more
directly corresponds to the intuition that motivates the dyadic results, i.e., that we wish to identify the types of people i (where type is proxied by x;)
are chosen by j to receive a transfer, conditional on j's average behavior. Formally, we estimate the following model:

Tije = 00 + 61Shocky; + 62x; + 63x;Shock;; 4 64x;Shock + 65 NearEpicenter;; 4 6¢x;NearEpicenter;; 4 67X jNearEpicenter;, B.1)
+ 0gx;DayOfShock; + 69x;DayOfShock; + 0 + 1 + &;j; ’

While the full specification of Eq. (B.1) is somewhat dense, the coefficients of interest are §;-64. The remaining s - 69 are sub-interaction
terms that are included for consistency but which have limited real-world significance. To interpret, 6, indicates whether individuals affected
by the earthquake (for whom NearEpicenter;; =1 and DayOfShock,= 1) are more likely to receive a transfers; &, indicates whether wealthier
individuals are more likely to receive more under normal circumstances; 63 indicates whether wealthier individuals receive more because
of the earthquake; and 64 indicates whether wealthier individuals send more to friends affected by the earthquake. All estimates are condition-
al on the average amount sent by j.

Results from estimating model (B.1) are presented in Appendix Table 4. Only very minor differences exist between these results and those pre-
sented in Table 4. Transfers sent in response to the earthquake increase significantly in the wealth of the recipient, but are not significantly related to
the wealth of the sender. In other words, holding the identity of the sender fixed, it is the wealthier individuals - not the poorer individuals predicted
by models of charity - who are most likely to receive a transfer.

B.4. Measuring social proximity

In the regression results presented in the body, we control for the strength of the relationship between i and j with Sy, which is simply the
total number of calls made between i and j (in either direction) in the year prior to the window of time used in the regressions. We choose this
metric as a simple and easy to compute statistic that is likely to be correlated with the overall social proximity of i and j. However, several other
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such measures of S;; are also reasonable. In particular, Karlan et al. (2009) and Leider et al. (2009) suggest a related metric, network flow, which
captures the number of distinct paths between i and j through third parties k. The intuition is that each common friend k increases the shared
social collateral between i and j.

In Appendix Table 5, we show that our results are not sensitive to the specific measure of social proximity used. The estimates in Appendix Table 5,
which utilize network flow to measure Sy, are quite similar to the estimates in Table 4, which measure S;; as the total number of prior phone calls.
Controlling for network flow in the other regressions similarly has no effect.

B.5. Standard errors

As discussed in Section 3, for standard error estimates to be consistent in the dyadic regressions, they should ideally be cross-clustered by sender i
and recipient j. This is because transfers involving the same individual are likely to be correlated with each other — e.g,, if j transfer airtime to i, he is
ceteris paribus less able to transfer airtime to others. In the results presented so far we have clustered standard errors by the district in which the
recipient resides.

As arobustness check, Appendix Table 3 compares alternative methods of obtaining standard errors using different levels of clustering: no clustering
(column 1), by recipient (column 2), by sender (column 3), and by date (column 4). Standard errors are largest when we cluster by recipient, but in
all specifications the coefficients of interest remain significant.

Appendix Table 3
Sensitivity of standard errors in dyadic results.

@ @ O @)

Clustering Jj's District Jj's Tower j Day t

Earthquake Shock 9.794"" 9.792"** 9.892""* 9.892"""
(433) (3.51) (3.77) (031)

x; = Shock 5.763"" 5.770" 6.011" 6.011""
(1.26) (2.89) (3.39) (0.40)

x; + Shock 14.903 14.833 14.684 14.684""
(13.33) (12.12) (11.86) (0.97)

S;j = Shock 0.110 0.111 0.110 0.110™"
(0.07) (0.12) (0.15) (0.01)

Day fixed effects Yes Yes Yes Yes

Fixed effects Dyad Dyad Dyad Dyad

N 10,032,721 10,032,721 10,251,136 10,251,136

Notes: Specification is identical to that used to produce column (3) of Table 4, with standard errors clustered according to column labels. Column (5) clusters by recipient, but restricts
sample to allow only one recipient per sender. In cases were a single sender sends to multiple recipients, one recipient is chosen at random and the others are dropped from the analysis.
Slightly fewer observations are contained in (1) and (2) because the tower closest to j is unknown for certain days.
* p<0.05.
** p<0.01.
** p<0.001.

Appendix Table 4
Net transfers and wealth (robustness to sender FE).
Earthquake Shock 9.727"
(4.36)
Recipient Wealth x; » Shock 5.702"""
(1.31)
Sender Wealth (x;) « Shock 15.299
(13.93)
Social Proximity S;; » Shock 0.102
(0.07)
Recipient Wealth (x;) 0.847"
(0.17)
Social Proximity (Sy) 0.069""
(0.00)
Day dummies Yes
Fixed effects Sender j
Number of observations 10032721

Notes: Outcome is T, the total airtime received by i from j on day t. Re-
gressions include observations from the period January 4, 2008 to March
3, 2008. Wealth proxies x; and x; are computed using Eqs. (6) and (7), as
described in the text. S;; is measured by counting the number of phone
calls between i and j in the last three months of 2007. All regressions
include NearEpicenter;; and pairwise interaction terms (e.g.
x;*NearEpicentery, x;*DayOfQuake,); these coefficients are omitted for
clarity. Standard errors, clustered by district, reported in parentheses.

* p<0.05.

** p<0.01.
*** p<0.001.

+ p<o.10.
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Appendix Table 5
Network flow as social proximity.
(1) (2) (3)
No fixed effects Avg. partial effects Fixed effects
Shock (recipient) 8.935" 8.480"
(433) (4.16)
Recipient Wealth x; » Shock 6.791""" 6.806™"
(0.75) (0.95)
Sender Wealth x;  Shock 16.501 15.766
(14.74) (13.66)
Network Flow S;; = Shock —0918 —0.846
(0.62) (0.51)
Recipient Wealth (x;) 1.146™" 1.266™"
(0.17) (0.10)
Sender Wealth (x;) 1.915"" 1.892"""
(0.12) (0.14)
Network Flow (S;) 0.048 0.054"*
(0.03) (0.02)
Day dummies Yes Yes Yes
Fixed effects None None Dyad (directed)
Number of observations 10032721 10032721 10032721

Notes: Outcome is Ty, i.e. airtime received by i from j on day t. x; and x; are estimated using Eqs. (6) and (7), described in text. S;; measures the number of distinct paths between i
and j, where a path is defined by the call graph. All regressions include NearEpicenter; and pairwise interaction terms (e.g. x;* NearEpicenter;, x;* DayOfQuake;), but results are omit-
ted for clarity. Standard errors, clustered by district, reported in parentheses.

* p<0.1.
** p<0.05.
* p<0.01.
* p<o.10.
Appendix Table 6
Regression of expenditures on asset ownership.
Outcome log(Expenditures) Expenditures
B (SE) B (SE)
Radio 0.18 (0.02 40090 (13007)
Television 1.14 (0.01 2130434 (44048)
Bed 0.24 (0.04 187061 (8266)
Table 0.13 (0.01 57601 (9109)
Car/Truck 0.24 (0.01 1695284 (57718)
Motorcycle 0.65 (0.04 8229976 (197091)
Bicycle 0.22 (0.11 138186 (20359)
HH Size 0.09 (0.02 56168 (3198)
R? 0.62 0.75
N 6900 6900
Notes: Standard errors reported in parentheses.
Appendix Table 7
Summary statistics of phone use as computed from transaction logs.
Average
Panel A: Domestic and international calls
Activation date 1/12/08
Days of activity 770.3
Avg. call length 31.7
Calls per day 6.25
Net calls per day (out-in) 0.087
Int'l calls per day 0.084
Net int'l calls (out-in) —0.014
Panel B: Social network structure
Degree 734
In-degree 488.2
Out-degree 433
Daily degree 3.78
Net daily degree (out-in) 0.00027
Clustering 0.063
Betweenness 2.72
Panel C: Other behaviors
Credit used per day 163.5
Max. recharge value 2756.3
Avg. districts per day 1.36
Avg. districts contacted 1.21
N 901

Notes: Mean values reported, weighted by sampling strata to produce av-

erages representative of the entire phone population.
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Appendix Table 8
Regression of predicted expenditures on phone use.
Coefficient (S.E)

Num days phone was used 1078.9" (0.94)
Days? 0.511 (0.66)
Number of recharges —21784 (—0.72)
Recharges? —5.063 (—1.75)
Total calls made 42.55 (0.08)
Calls made? 0.00446 (0.10)
Total calls received —1053.8 (—1.56)
Calls received? 0.0562 (0.82)
Duration (outgoing) 27.98"" (3.46)
Duration (outgoing)? —0.0000242"" (—2.59)
Duration (incoming) 33.19" (2.74)
Duration (incoming)? —0.0000354 (—1.29)
International calls made —7853.7 (—0.72)
International calls made? 43.95 (1.44)
International calls received —7191.3 (—0.70)
International calls received? 27.29 (1.06)
Degree (outgoing) —2607.8 (—0.29)
Degree (outgoing)? 14.01 (1.09)
Degree (incoming) —7925.6 (—0.71)
Degree (incoming)? 9.917 (0.85)
Int'l Degree 336694.7"" (3.06)
Int'l degree® —2.991 (—0.00)
Districts called —82424.9 (—0.78)
Districts called? —1440.6 (—0.55)
Districts received —317282.5"" (—3.06)
Districts received? —86.57 (—0.07)
R? 0.392

N 901

Outcome is predicted expenditures \7;1 in RWF. Standard errors in parentheses. Regression includes district fixed effects.

* Significant at p<.05.
** Significant at p<.01.
*** Significant at p<.001.

Net transfers and history-dependence, by total balance.

179

Positive net individual balance

Negative net individual balance

(1) (2) (3) (4) (5) (6)
No fixed effects APE. Fixed effects No fixed effects AP.E. Fixed effects
Shock (recipient) 5.4427" 4982 4.599 5.854
(1.55) (1.67) (14.98) (14.06)
Net Bal. Outgoing airtime Tj¢* + Shock 0.010™" 0.000 0.010™" 0.018 0.000 0.017
(0.00) () (0.00) (0.02) () (0.02)
Social Proximity S;; = Shock —0.057" 0.000 —0.042" 0.180" 0.000 0.188"
(0.02) ) (0.01) (0.07) ) (0.07)
Net Bal. Outgoing Airtime T}’ —0.001 —0.001"" —0.001 —0.002"" —0.029"" —0.026™"
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Social Proximity S 0.009"*" 0.014"" 0.000 0.041"* 0.070™" 0.000
(0.00) (0.00) ) (0.01) (0.01) ()
N 4341932 77194 4341932 5690789 97605 5690789

Notes: Outcome is 7, the total airtime received by i from j on day t. Mean effects reported in Table 3. Regressions include observations from the period January 4, 2008 through March 3,
2008. The net balance of outgoing airtime T/}" is measured as the total volume of airtime sent from i to j minus the total volume of airtime received by i from j prior to t. S;; is measured by

counting the number of phone calls between i and j in the last three months of 2007. All regressions include NearEpicenter;; and pairwise interaction terms (e.g.

"e*DayOfQuake,); these coefficients are omitted for clarity. Standard errors, clustered by district, reported in parentheses.

* p<0.001.
** p<0.01.
* p<0.05.
* p<o0.10.

net
jit

NearEpicenter, Ty,



180 J.E. Blumenstock et al. / Journal of Development Economics 120 (2016) 157-181
Appendix Table 10
Full interaction specification.
(1) (2) (3)
No F.E. AP.E. Fixed effects
Shock (recipient) 72617 6.965"
(3.59) (3.38)
Recipient Wealth x; » Shock 6.425"" 6.176""
(0.23) (0.33)
Sender Wealth x;  Shock 15.238 14.662
(13.21) (12.14)
Distance D;; » Shock 0.070+ 0.069 +
(0.04) (0.04)
Net Bal. Outgoing Airtime Tji* + Shock 0.006 0.006
(0.00) (0.00)
Social Proximity S;  Shock 0.112 0.127
(0.10) (0.09)
Recipient Wealth x; 1.019™" 0.935™"
(0.16) (0.11)
Sender Wealth x; 1.553"" 1.809""
(0.11) (0.10)
Distance Dy —0.013" 0.004" —0.021"*
(0.00) (0.00) (0.00)
Net Bal. Outgoing Airtime Tji* —0.001™" —0.011™" —0.010""
(0.00) (0.00) (0.00)
Social Proximity S; 0.040"" 0.040""
(0.00) (0.00)
N 9703746.000 165264.000 9703746.000

Notes: Outcome is Tjj, the total airtime received by i from j on day t. Regressions include observations from the period January 4, 2008 to March 3, 2008. Wealth proxies x; and x; are com-
puted using Eqs. (6) and (7), as described in the text. D;j; measures the distance between i and j in kilometers on day t, using the locational inference algorithm described in Section 4.1. The
net balance of outgoing airtime T}j" is measured as the total volume of airtime sent from i to j minus the total volume of airtime received by i from j prior to t. S;; is measured by counting the

et %

number of phone calls between i and j in the last three months of 2007. All regressions include NearEpicenter; and pairwise interaction terms (e.g. T *NearEpicentery, Tj' *DayOfQuakey);
these coefficients are omitted for clarity. Standard errors, clustered by district, reported in parentheses.

* p<0.001
** p<0.01.
* p<0.05.
* p<o0.10.

Appendix C Supplementary data

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.jdeveco.2016.01.003.
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