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 A B S T R A C T

We study whether program impacts can be estimated using a combination of digital trace data and machine 
learning. In a randomized controlled trial of cash transfers in Togo, endline survey data indicate positive 
treatment effects on food security, mental health, and perceived economic status. However, estimates of impact 
based solely on predicted endline outcomes (generated using trace data and machine learning, which do 
successfully predict baseline poverty) are generally not statistically significant. When post-treatment outcome 
data are used in conjunction with predictions to estimate treatment effects, predicted impacts are similar to 
those estimated using surveys.
1. Introduction

Reliable estimates of post-program outcomes are essential to im-
pact evaluation. In low- and middle-income countries (LMICs), such 
outcomes are traditionally measured through surveys. However, a new 
paradigm has emerged for estimating living standards based on the 
application of machine learning algorithms to digital data from mobile 
phones (e.g. Blumenstock et al., 2015; Aiken et al., 2022b), satel-
lites (e.g. Jean et al., 2016; Yeh et al., 2020), and other non-traditional 
sources (e.g. Fatehkia et al., 2020; Sheehan et al., 2019). Prior work 
indicates that the resulting estimates are quite accurate, and can be 
produced much more rapidly and cheaply than traditional surveys.
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We ask whether welfare outcomes estimated from ‘‘digital trace’’ 
data produce the same estimates of program impact as those obtained 
from traditional survey-based measures of welfare. If possible, this 
could open up new opportunities for low-cost program monitoring 
and impact evaluation. We study these questions in the context of 
Togo’s Novissi program, which provided five monthly cash transfers 
of USD $13–15 to poor individuals in rural Togo during the COVID-
19 pandemic. The program was rolled out starting in late 2020 as 
an individual-level randomized controlled trial (RCT). We compare 
two sources of data for estimating the treatment effects of the Novissi 
program: a large phone survey we conducted shortly after cash transfers 
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were provided to the treatment group, and the complete mobile phone 
transaction logs of all consenting program participants.

First we use the phone surveys to estimate welfare impacts.1 Trans-
fers increased food security by 0.06 standard deviations (SD) with 
a standard error (se) of 0.02, mental health by 0.07 SD (se=0.02), 
and perceived economic status by 0.04 SD (se=0.02). Effects on other 
outcomes were positive but not statistically significant. The effect on a 
composite index of welfare was 0.06 SD (se=0.02).

Second, we develop intuition for how mobile phone data might be 
used to estimate treatment effects. Analyzing millions of phone trans-
action records, we find that households that received cash transfers 
used their phones differently than those that did not — for instance, 
beneficiaries made more calls to more distinct people. Across 824 
distinct ‘‘features’’ of mobile phone use, cash transfers statistically 
significantly impacted 35% of features (𝑝 < 0.05). We also establish the 
extent to which machine learning algorithms applied to mobile phone 
data can accurately predict survey-based measures of welfare. Here, 
we find that machine learning (ML) algorithms can produce relatively 
accurate estimates of a proxy means test (𝑅2 = 0.05–0.14, which is 
comparable to prior work), but do not accurately predict other more 
focused welfare outcomes such as food security, mental health, and 
perceived economic status (𝑅2 = 0.00–0.05).

Last, we test whether predicted welfare outcomes – generated by 
applying ML to mobile phone data – can be used to estimate the welfare 
effects of the Novissi program. When welfare impacts are based exclu-
sively on out-of-sample predictions of endline outcomes (either because 
the ML model was trained exclusively on pre-treatment surveys, or 
because the estimator is not exposed to the endline data that were used 
to train the ML model), we do not observe statistically significant effects 
on three of the four outcomes that were statistically significant when 
treatment effects were directly estimated from surveys. When we use a 
framework for prediction-powered inference (PPI, Angelopoulos et al., 
2023), which combines both survey data and ML predictions, the PPI-
estimated impacts are similar in magnitude and precision to those using 
only endine surveys.

Subsequent analysis suggests that impact estimates based on ML 
predictions differed from those based on surveys because of the dif-
ficulty of predicting non-economic outcomes such as food security and 
perceived economic status from mobile phone data. While we cannot 
conclusively diagnose the source of this difficulty, we find that food se-
curity and other vulnerability measures in Togo are less geographically 
concentrated than poverty, which likely makes them more difficult to 
predict from mobile phone data. Finally, we show that – even if the 
predictive models had been more accurate – impact evaluation using 
phone data could still be complicated by issues of model drift, and by 
the difficulty of inferring impacts that were modest in magnitude. We 
conclude with a discussion of how these results can inform the broader 
conversation around the use of digital data for monitoring and impact 
evaluation.

Our research contributes to two main literatures. The first docu-
ments the impacts of unconditional cash transfers on a range of welfare 
outcomes, including expenditures, food security, health, education, 
savings, and financial inclusion (for reviews, see Bastagli et al. (2016) 
and Crosta et al. (2024)). Several more recent papers document the wel-
fare impacts of cash transfers distributed in response to the COVID-19 
pandemic (Banerjee et al., 2020; Londoño-Vélez and Querubin, 2022; 
Karlan et al., 2022; Bottan et al., 2021).2 Broadly, this literature shows 
modest, positive, and statistically significant impacts of cash transfers 
on food security and mental health. The first portion of our analysis 
contributes to this literature by documenting the impacts of pandemic 
cash transfers in Togo, using an extensive cash transfer program where 

1 Analysis adheres to a pre-registered analysis plan, AEA Registry #7590.
2 see Karlan et al. (2022) for a summary of cash transfer RCTs during 

COVID.
2 
treatment was randomly assigned at the individual level. While the cash 
transfers we study are smaller ($13–15.50 per month) than most of the 
other programs studied ($15-50 per month), we document comparable 
effect sizes (0.04–0.07 SD).

The second literature explores the use of digital data sources for 
measuring welfare and evaluating programs and policies. Early work 
in this space showed that welfare could be estimated from mobile 
phone (Blumenstock et al., 2015; Blumenstock, 2018) and satellite 
data (Jean et al., 2016; Yeh et al., 2020; Chi et al., 2022). Subsequent 
research has shown that these estimates can be used to target social 
assistance (Aiken et al., 2022b; Smythe and Blumenstock, 2022). Like 
ours, several ongoing projects explore whether digital data can be used 
to estimate program impacts. In particular, Barriga-Cabanillas et al. 
(2025) use a regression discontinuity design to study the impact of a 
cash transfer program in Haiti, and find finding that phone-data-based 
estimates of food security are too noisy to detect the impact of cash 
transfers. Two related papers find that estimates of the impact of large-
scale development interventions, estimated using satellite imagery, are 
similar to but noisier than estimates based on surveys (Huang et al., 
2021; Ratledge et al., 2022). We build on these papers by testing 
whether the short-term impacts of a randomized cash transfer can be 
estimated with mobile phone data.

2. The GiveDirectly-Novissi program

2.1. Program design and RCT

The GiveDirectly-Novissi program (GD-Novissi), implemented
jointly by the Togolese Ministry of Digital Transformation and GiveDi-
rectly, provided monthly cash transfers to 138,589 individuals in rural 
parts of Togo between November 2020 and August 2021. Eligible 
women received 8,620 FCFA (USD $15.50 = $38 PPP) per month, and 
eligible men received 7,450 FCFA (USD $13 = $33 PPP) per month for 
five months.

Eligibility for GD-Novissi was based on geographic and poverty-
related criteria. First, beneficiaries had to be registered to vote in one 
of the 100 poorest cantons in the country. Second, poverty estimates 
for each registered subscriber were derived from their pre-program 
mobile phone records; only subscribers estimated to be living on less 
than $1.25/day (the poorest 29% of subscribers) were eligible. Aiken 
et al. (2022b) provides a full description of GD-Novissi’s targeting 
approach and discusses the extent to which these eligibility criteria cre-
ated systematic exclusions from the program. While the primary focus 
of Aiken et al. (2022b) is to understand if phone data could be used for 
targeting the Novissi program, the primary focus of the present work is 
to understand if and how phone data can be used for impact evaluation.

The program launched in November 2020; after three months, 
181,028 individuals had registered, of whom 49,083 were eligible. 
Prior to registration, eligible individuals were randomly assigned to 
treatment (𝑁=27,673) and control (𝑁=21,410) groups. Upon registra-
tion, subscribers in the treatment group immediately received the first 
of their five monthly cash transfers.3 Subscribers in the control group 
were not told they would later receive transfers (𝑁=21,410).4

3 During our evaluation, in February 2021, the government launched a 
separate cash transfer program that targeted people in the Savanes region, 
following a travel restriction intended to contain COVID-19. This program 
provided a one-time cash transfer of USD $8-10 to residents of Savanes. We 
discuss the implications of this second program to our main evaluation in 
Appendix  C.2.

4 Subscribers in the control group received the same total transfer amount, 
but the transfer was not pre-announced and was delivered after all surveys 
were completed.
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Fig. S.1. GD-Novissi timeline.
2.2. Endline survey

To evaluate the impact of GD-Novissi cash transfers, we conducted 
an ‘‘endline’’ phone survey with both treatment and control individuals 
in May 2021, between zero and two months after members of the 
treatment group had received their final cash transfer (and before any 
of the control group subscribers had received a transfer — see Fig.  S.1 
for the project timeline). Our survey included modules on food security, 
financial health, financial inclusion, mental health, perceived socioeco-
nomic status, labor supply, health care access, and labor supply, along 
with a proxy-means test (PMT).5

The sample frame for the endline survey was subscribers who en-
rolled in GD-Novissi RCT in the earlier portion of the program between 
November 2020 and January 2021 (𝑁=49,083). We then randomly 
sampled 49% from our sample frame to survey, stratified by treatment 
status and geography. We stratified geographically to account for the 
fact that the government had distributed a one-time cash transfer in the 
Savanes region, where 70% of the GD-Novissi participants reside (see 
Appendix  C.2). In total, we completed surveys with 9,511 individuals, 
with a survey response rate of 39% (based on a contact success rate of 
44%); there was no differential attrition between treatment and control 
groups (Table  S.1). Appendix  A provides more details on the endline 
survey, and Table  S.2 provides summary statistics and balance checks 
for the impact evaluation sample.6 We observe small and generally not 
statistically significant differences in treatment assignment by gender, 
age, occupation, illiteracy rate, household size, education and marital 
status (distinguishing between monogamous and polygamous regimes) 
of the head of household, and place of residence.7

2.3. Pre-treatment survey

While our impact evaluation with survey data relies primarily on 
the endline survey conducted post-treatment, portions of our analysis 
use a pre-treatment phone survey conducted in September 2020, prior 
to the roll-out of the GD-Novissi program. Phone survey respondents 
were drawn from among active mobile subscribers whose primary 
home location was in those 100 poorest cantons, using geographic 
information available in the mobile phone data (see Appendix  B). In 
total, we completed 9,484 pre-treatment surveys.

The primary objective of the pre-treatment survey was to collect 
PMT data to then train the machine learning algorithms used to identify 
eligible GD-Novissi beneficiaries (Aiken et al., 2022b). As such, it 
differed from the endline survey in two key respects. First, it was 
more focused on the PMT; omitted a mental health module; and, had 

5 Table  S.4 reports the components of each outcome index. Our analysis 
deviates from the registry in that we merge ‘Adoption and use of mobile 
money services’ with ‘Financial inclusion,’ since the financial inclusion index 
is defined using the fraction of bank accounts and mobile money usage in 
households.

6 By design, only a few observations overlap between the baseline and 
endline samples, so we conduct the balance checks on time-invariant variables 
of the endline survey.

7 Appendix Table  S.3 provides additional balance checks on pre-treatment 
phone use.
3 
fewer food security questions (Table  S.5). Second, the population was 
designed to be representative of all active mobile phone subscribers 
in Togo’s 100 poorest cantons, not just those subscribers predicted to 
be below the poverty threshold. As shown in the first two columns 
of Table  S.2, the pre-treatment sample was still quite poor (average 
estimated daily per capita consumption of $1.49, SD = $0.74), but less 
homogeneously poor than in the endline survey (average consumption 
$1.31, SD = $0.49). Additional details on the pre-treatment survey are 
provided in Appendix  B.

2.4. Mobile phone metadata

We obtained comprehensive mobile phone metadata from Togo’s 
two mobile network operators for the duration of the GD-Novissi 
program. These data include detailed metadata about each phone call 
and text message sent or received on the mobile networks, including the 
phone number of the caller and recipient, the timestamp, the duration 
of calls, and the cell tower through which the call was placed. The 
data also include mobile data usage, including the phone number of 
the subscriber, the timestamp, and the amount of mobile data used for 
each mobile data transaction.8

We obtained informed consent from each respondent in the pre-
treatment and endline surveys to match their survey responses to their 
mobile phone records.9 We then generated sets of mobile phone features
describing how each survey respondent used their mobile phone in 
the period preceding the survey. Features were generated using open 
source library cider 10 following the procedure described in Aiken et al. 
(2022b). Appendix  E lists all 824 features calculated from mobile phone 
data, relating to calling patterns, contact networks, mobility, location, 
data usage, international transactions, and more. We generated features 
for two time periods: one corresponding to the six months preceding 
the pre-treatment survey (April–September 2020); and one for the six 
months preceding the endline survey (November 2020–April 2021).

3. Program impacts estimated with survey data

Our first set of results uses the endline survey to estimate the causal 
impact of GD-Novissi. These results are based on weighted regres-
sions of each of the seven outcomes on treatment status and include 
strata, enumerator, and survey week fixed effects. To account for mul-
tiple hypotheses, we include p-values adjusted for the False Discovery 
Rate (Anderson, 2008) for our seven pre-specified outcome indices.

Results in Table  1 Panel A indicate that GD-Novissi increased food 
security (by 0.06 SD, 𝑝 = 0.003), mental health (by 0.07 SD, 𝑝 < 0.001), 

8 Although the dataset shared by the mobile network operators also includes 
records of mobile money use, we do not use mobile money transactions in our 
main analysis since the treatment itself was delivered via mobile money and 
thus mechanically (and dramatically) changed mobile money usage patterns 
for the treatment group. However, we explore the inclusion of mobile money 
data in Section 5.1.

9 Following the data protection procedures described in our IRB proto-
col, we pseudonymized or removed all personally identifying information, 
including phone numbers, prior to linking these two datasets.
10 https://github.com/Global-Opportunity-Lab/cider

https://github.com/Global-Opportunity-Lab/cider
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Table 1
Treatment effects of GD-Novissi.
 (1) (2) (3) (4) (5) (6) (7) (8)  
 Food Financial Financial Mental Perceived Health Labor All seven  
 security health inclusion health status care access supply indices  
 Panel A: Treatment effects from endline survey
 Treatment 0.064*** 0.026 0.007 0.072*** 0.040* 0.010 0.009 0.061***  
 (0.022) (0.024) (0.021) (0.019) (0.022) (0.023) (0.025) (0.023)  
 Obs. 9,511 9,511 9,511 9,511 9,511 9,511 9,511 9,511  
 Control Mean 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00  
 FDR 𝑞-value 0.012 0.272 0.577 0.002 0.103 0.577 0.577 0.016  
 Panel B: Phone-data-based treatment effects, using ML model trained on pre-treatment survey
 Treatment −0.003 −0.013 – – −0.013 – 0.000 –  
 (0.016) (0.014) – – (0.013) – (0.012) –  
 Obs. 48,759 48,759 – – 48,759 – 48,759 –  
 Control Mean 0.000 0.000 – – 0.000 – 0.000 –  
 Z-test 𝑝-value 0.016 0.159 – – 0.483 – 0.002 –  
 Panel C: Phone-data-based treatment effects, using ML model trained on endline survey
 Treatment 0.006 0.005 0.005 0.030* 0.002 0.031** 0.015 0.021  
 (0.014) (0.019) (0.022) (0.019) (0.018) (0.015) (0.013) (0.017)  
 Obs. 39,252 39,252 39,252 39,252 39,252 39,252 39,252 39,252  
 Control Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Z-test 𝑝-value 0.027 0.499 0.938 0.114 0.178 0.445 0.837 0.163  
 Panel D: Endline survey + ML model trained on endline survey, using prediction-powered inference
 Treatment 0.066*** 0.048* −0.006 0.095*** 0.059** 0.030 0.036 0.087***  
 (0.031) (0.032) (0.030) (0.031) (0.031) (0.030) (0.032) (0.031)  
 Obs. (Survey) 9,511 9,511 9,511 9,511 9,511 9,511 9,511 9,511  
 Obs. (Predictions) 48,756 48,756 48,756 48,756 48,756 48,756 48,756 48,756  
 Control Mean (Survey) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Control Mean (Predictions) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Z-test 𝑝-value 0.937 0.582 0.767 0.509 0.581 0.653 0.460 0.452  
Notes: Panel A: Treatment effects of GD-Novissi estimated using the endline survey. The dependent variable for each regression is indicated in the column title; see Appendix 
A for variable construction. All regressions control for the enumerator, week of the survey, and strata fixed effects. All observations are weighted by sampling and response 
probabilities. Robust standard errors are in parentheses. Panels B-D: Treatment effects derived using the phone-data-based machine learning model predictions from Table  3. In
Panel B, the pre-treatment survey is used to train the machine learning model and predictions are used for inference from all individuals enrolled in the RCT (whether or not 
they were surveyed in the pre-treatment survey). In Panel C, the endline survey is used to train the model, and only predictions from individuals not surveyed at endline are used 
for inference. In both Panels A and B, treatment effects are estimated by regressing the phone-data-based estimate of the outcome variable on treatment status, with standard 
errors estimated using a Bayesian bootstrap. In Panel D, endline survey data are used together with endline predictions (for all individuals – surveyed and non-surveyed) using 
the prediction-powered inference methodology developed by Angelopoulos et al. (2023). The Z-test 𝑝-value in each of Panels B-D indicates the significance of the Z-test that the 
phone-data-based treatment effect (reported in the panel) and the survey-based treatment effects (reported in Panel A) are different. ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.
and self-perceived socioeconomic status (by 0.04 SD, 𝑝 = 0.074). These 
results are broadly consistent with studies of the effects of cash transfers 
during the COVID-19 pandemic in other contexts (Banerjee et al., 
2020; Londoño-Vélez and Querubin, 2022; Karlan et al., 2022; Bottan 
et al., 2021).11 GD-Novissi does not decrease individual labor supply 
(the coefficient is positive but not statistically significant, with a point 
estimate close to zero), consistent with evidence on the effect of cash 
transfers in other contexts (Banerjee et al., 2017, 2022; Crosta et al., 
2024). We observe no statistically significant effects on our indices of 
financial health, financial inclusion, or healthcare access, although the 
coefficient estimates are positive.12 The last column of Table  1 Panel 
A indicates that GD-Novissi increases an aggregate welfare index by 
0.06 standard deviations (𝑝 = 0.008), where the aggregate index is con-
structed as a normalized index of the seven underlying outcome indices.

In Appendix  C, we test for treatment effect heterogeneity on four 
dimensions: gender, poverty, occupation, and region of residence (in 
or outside Togo’s northernmost region, Savanes). Treatment effects are 
not heterogeneous across any of these dimensions except for geography: 
treatment effects on food security and mental health were statistically 
significantly larger for beneficiaries in the Savanes region in the far 
North of Togo — see Appendix  C.2 for a discussion of this geographic 
heterogeneity.

In the Novissi program, treatment was assigned at the individual 
level, via unique mobile phone numbers (linked to valid voter IDs). 

11 Appendix  D compares our survey-based results to impact evaluations of 
cash transfers in other settings during the COVID-19 pandemic.
12 Our financial inclusion index measures the fraction of bank accounts and 
mobile money usage in households, excluding mobile money accounts of the 
respondents.
4 
However, several of our survey-based outcomes (food security, finan-
cial health, financial inclusion, and healthcare access) are measured at 
the household level. One concern with this design is that other members 
of the household might be assigned to treatment, and so the cash sent 
to those individuals might impact household-level outcomes. Since this 
could occur in both treatment and control households, the direction of 
the bias is not clear ex ante. In Table  S.7, we replicate the main analysis 
based on the 83% of households in which no other household member 
received a GD-Novissi payment.13 Impacts on this subset are nearly 
identical: food security improves by 0.06 SD, mental health by 0.07 
SD, perceived economic status by 0.04 SD, and the composite welfare 
index by 0.06 SD.

4. Program impacts estimated with phone data

Our main analysis explores whether the welfare impacts observed 
in survey data can be estimated from mobile phone data alone. We test 
whether treatment effects on predicted outcomes, generated by applying 
machine learning models to the mobile phone data, are the same as 
those observed in the endline survey. If successful, such an approach 
could enable new paradigms for impact evaluation, since digital trace 
data can be obtained at much lower cost than traditional surveys, and 
from populations that might be difficult or impossible to reach with 
surveys.

13 Among treated individuals, 20% reported that another household member 
was a GD-Novissi recipient, compared to 13% of control individuals — a 
difference that is statistically significant (p<0.01). We expect this occurred 
because of a snowball effect, where members of a household are more likely 
to register for GD-Novissi if someone in their household successfully received 
a payment.
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Table 2
Treatment effects on phone use.
 (1) (2) (3) (4) (5) (6) (7) (8)  
 Active Calls Texts Contacts International % Regions Prefectures 
 days Contacts Initiated  
 Treatment 0.064*** 0.021** 0.010 0.033*** 0.015 −0.026*** 0.049*** 0.038***  
 (0.009) (0.009) (0.010) (0.009) (0.013) (0.010) (0.009) (0.009)  
 Control Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Unstandardized 98.892 625.654 70.979 77.098 3.164 0.902 4.236 9.867  
 Control Mean  
 𝑅2 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Obs. 48,803 48,664 44,548 48664 22,410 44,548 48,803 48,803  
Notes: Treatment effects on basic metrics of mobile phone use, selected from among the 823 metrics of mobile phone use used by our machine 
learning models. Metrics were selected by hand from the pool based on ease of interpretation: (1) active days of phone use, (2) total incoming 
and outgoing calls, (3) total incoming and outgoing texts, (4) unique contacts, (5) unique international contacts, (6) share of the individual’s 
transactions initiated by them (rather than received from a contact), (7) unique regions visited (based on locations of mobile antennas), and 
(8) unique prefectures visited (based on locations of mobile antennas). All features are calculated over the entire six month treatment period 
(November 2020–April 2022). All features are standardized to zero mean and unit variance in the control group (the unstandardized control 
mean is also provided for intuition). ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.
Table 3
Predicting welfare from mobile phone data.
 (0) (1) (2) (3) (4) (5) (6) (7) (8)  
 PMT Food Financial Financial Mental Perceived Healthcare Labor All seven 
 security health inclusion health status access supply indices  
 Panel A: Pre-treatment survey
 𝑅2 0.143 0.002 0.013 – – 0.034 – 0.046 –  
 Obs (Training) 8,899 8,899 8,899 – – 8,899 – 8,890 –  
 Panel B: Endline survey
 𝑅2 0.049 0.008 0.009 0.003 0.002 0.008 0.007 0.021 0.026  
 Obs (Training) 8,448 9,507 9,507 9,134 9,507 9,507 9,522 9,507 9,507  
Notes: Performance of a gradient boosting model for predicting well being metrics from mobile phone data. In Panel A, the pre-treatment survey 
is used to train the machine learning model; in Panel B the endline survey is used to train the model. Sample weights are used in training and 
evaluation throughout.
4.1. Preliminaries: Intuition for our approach

Prior to estimating treatment effects on measures of welfare pre-
dicted from mobile phone data, we develop two important intuitions. 
First, we show that phone use changed significantly in response to 
the cash transfer program. Second, we assess the accuracy with which 
survey outcomes can be predicted from phone data.

4.1.1. Treatment effects on mobile phone use
The GD-Novissi program affected how people used their phones. 

Across the 824 different metrics of phone use (enumerated in Appendix 
E and calculated from phone transactions between November 2020 
and April 2021, during the treatment group’s transfers), there are 
statistically significant differences (𝑝 < 0.05) between treatment and 
control for 35% of metrics. Table  2 provides the standardized impacts 
of cash transfers on several easily interpretable dimensions of phone 
use: the cash transfer treatment increases calls by 0.02 SD (se = 0.009), 
contacts by 0.03 SD (se = 0.009), active days by 0.06 SD (se = 0.009), 
and unique prefectures (admin-2 units) visited by 0.04 SD (se = 0.009). 
These treatment effects suggest that beneficiaries spend some of their 
transfer on additional airtime for mobile communications (although we 
do not directly observe airtime purchases, airtime is required for the 
increased call volume observed in Table  2).14

The cash transfers most consistently impact dimensions of phone use 
relating to calling: 55% of the 313 features related to calling patterns 
(such as number and duration of calls and diversity of call contacts) dif-
fer significantly between the treatment and control groups at the 0.05 
level. Only 11% of text-related features are significantly different, 17% 

14 To contextualize the impacts on phone use in the size of the cash transfers 
provided, one minute of airtime in Togo cost approximately 50 CFA ($0.08 
USD) at the time of the study (Aiken et al., 2022b), so one of the monthly 
cash transfers could cover approximately 2.9 h of call time if used exclusively 
to purchase airtime.
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of mobile data usage-related features, and 38% of features related to 
mobility and location. No features relating to international transactions 
differ statistically significantly between treatment and control groups. 
The largest (in magnitude) treatment effects are on the share of contacts 
that make up 80% of an individual’s calling time (−0.07 SD, se = 
0.009), the share of contacts that make up 80% of an individual’s calls 
(−0.07 SD, se = 0.009), and the number of unique days an individual 
uses their mobile phone (0.06 SD, se = 0.009).

4.1.2. Predicting welfare levels from phone data
Table  3 reports the accuracy with which outcomes from a single 

wave of survey data can be predicted from mobile phone data. This 
analysis closely follows the methodology developed in Blumenstock 
et al. (2015) and adapted to Togo in Aiken et al. (2022b) – see Appendix 
E for details. In Panel A, which shows results for predicting pre-
treatment survey outcomes (using six months of pre-treatment phone 
data), predictive accuracy is highest for the pre-treatment PMT (𝑅2 = 
0.143, or a pearson correlation coefficient of 𝑟 = 0.381) — a finding 
that replicates results previously documented in Aiken et al. (2022b). 
However, we are unable to accurately predict any of the other welfare 
indices (food security, financial health, perceived status, and labor 
supply) from mobile phone features (𝑅2 = 0.002–0.046).15 In Panel 
B, which shows results for predicting endline survey outcomes (using 
six months of post-treatment phone data), predictive accuracy for the 
PMT is lower (𝑅2 = 0.049, or a pearson correlation coefficient of 
0.253). This difference is likely due in part to the more homogeneous 
population represented in the endline survey: while both surveys focus 
on the same rural areas, the endline survey was also restricted to
program-eligible mobile subscribers, where eligibility was determined 

15 We cannot include results on financial inclusion, mental health, healthcare 
access, nor the seven-index composite from Table  1 Panel A, as the questions 
required to construct these indices were not included in the pre-treatment 
survey.
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by predicted poverty (Section 2.2). Other endline outcomes are not 
accurately predicted from phone data (𝑅2 = 0.002–0.026).

4.2. Estimating treatment effects from phone data

We now test whether welfare impacts can be estimated from mobile 
phone data. We test this approach under two different regimes. In 
the first regime, we assume that the only opportunity for survey 
data collection occurs before treatment is administered. In the second 
regime, we instead assume that the only opportunity to collect survey 
data is after administering treatment. Results under both regimes are 
presented below.

4.2.1. Regime 1: Only pre-treatment surveys are available
In the first regime, pre-treatment survey data (collected in Septem-

ber 2020) are matched to pre-treatment phone data (March–September 
2020), and a machine learning algorithm is trained to predict outcomes 
from phone data (as was shown in Table  3, Panel A). Then, after 
the program has been implemented, we conduct an impact evaluation 
by comparing predicted endline outcomes of treated and control indi-
viduals, where predicted endline outcomes are generated by passing 
post-treatment mobile phone data through the prediction model that 
was trained pre-treatment.16

Panel B of Table  1 shows the predicted average treatment effect of 
GD-Novissi, which is obtained by regressing the predicted outcome on 
the individual’s treatment status. To estimate the variance of treatment 
effects derived from these phone-data-based predictions of welfare, 
we use a Bayesian bootstrap procedure (Rubin, 1981) to incorporate 
both the first-stage uncertainty in our ML models’ predictions and the 
variation in predictions across treatment and control subscribers (see 
Appendix  E). The treatment effect is not statistically significant for any 
of the welfare indices. For food security and perceived socioeconomic 
status – which both had significant positive treatment effects in the 
survey – the point estimates of phone-data-based treatment effects are 
−0.003 and −0.013, respectively.

4.2.2. Regime 2: Post-treatment surveys are available
In the second regime, we instead assume that the only opportu-

nity to collect survey data is after administering treatment. In this 
approach, the machine learning algorithm is trained on post-treatment 
data (i.e., endline survey data from May 2021 that are matched to 
post-treatment phone data from November 2020–April 2021), for a 
small sample of the actual beneficiary population. The trained model is 
then used to predict outcomes for all subscribers enrolled in the RCT, 
including those not surveyed.

Panels C and D of Table  1 present results from this second regime 
where only endline survey data are available to train the model. In 
Panel C, the models are trained using endline data (as evaluated in 
Panel B of Table  3); the models are then used to generate predicted 
welfare outcomes for all subscribers using post-treatment mobile phone 
data.17 We estimate the predicted average treatment effects as before by 
comparing predictions between the treatment and control groups, and 
estimates of variance are again produced with a Bayesian bootstrap. 
We do not estimate statistically significant treatment effects on food 
security, financial inclusion, perceived socioeconomic status, or the 
combined index; phone-data-based point estimates for these treatment 

16 Specifically, one model corresponding to each welfare outcome is trained 
using the pre-treatment survey and phone data (from March–September 2020), 
with hyperparameters tuned through 5-fold cross-validation specific to that 
outcome. Each model is then used to generate predicted welfare outcomes for 
treated and control individuals, using phone data from the treatment period 
(November 2020–April 2021).
17 These subscribers include the surveyed subscribers on which the model 
is trained; results are unchanged if we restrict the inference set to subscribers 
not surveyed (and thus not used in training).
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effects range from 0.002 to 0.031 standard deviations. We estimate 
a positive and statistically significant treatment effect for the mental 
health index (0.030 SD, 𝑝 = 0.055), which is smaller in magnitude 
than the corresponding survey-based treatment effect (0.072, 𝑝 < 0.01). 
There is also a positive and statistically significant phone-data-based 
treatment effect on the index of healthcare access (0.031 SD, 𝑝 =
0.021); the corresponding survey-based treatment effect is not signifi-
cant. Thus, while we generally cannot reject equality between phone-
data-based and survey-based treatment effects (the p-values associated 
with these Z-tests are reported in the last row of Panel C in Table  3), the 
magnitude and significance of the phone-data-based treatment effects 
rarely lines up with that of the survey-based treatment effects.

An alternative approach when endline survey data and mobile 
phone data are both available is to use both data sources for treat-
ment effect estimation. The prediction-powered inference (PPI) method 
introduced by Angelopoulos et al. (2023) provides a framework for con-
structing statistically valid confidence intervals using both ground-truth 
observations (in our setting, endline survey data) and contemporaneous 
machine-learned predictions (in our setting, phone-data-based welfare 
estimates). In our setting, the PPI-estimated impacts (shown in Panel D 
of Table  1) are nearly identical in magnitude to those based on endline 
surveys alone (Table  1 Panel A). However, we do not see the same large 
improvements in precision observed by Angelopoulos et al. (2023).

4.3. Additional tests of robustness

In Section 5, we examine several reasons why the positive treatment 
effects estimated using survey data were, in general, not observed 
in treatment effects estimated exclusively with phone-data-based pre-
dictions. First, however, we present a few tests to ensure that the 
preceding results are robust to different variations of the machine 
learning methodology used to generate predicted treatment effects.

First, results are unchanged if we vary the duration of phone records 
used to generate welfare predictions. This experiment addresses the 
possibility that phone use may be most impacted by cash immediately 
following the transfer. For this test, we train and evaluate prediction 
models that use only two weeks of phone data (instead of the six 
months used in our main analysis). When matching to the pre-treatment 
survey, we use phone data from the two weeks during which the survey 
was conducted (September 17–30, 2020); for the post-treatment period, 
we use data from the two weeks immediately following the date on 
which each individual registered for GD-Novissi and received their 
first transfer. In Table  S.8, we do not observe improved predictive 
performance relative to Table  3 (𝑅2 = −0.002–0.112), and treatment 
effects are similar in magnitude and significance.

Second, we test whether using changes in mobile phone use be-
tween the pre-treatment period and the post-treatment period can im-
prove predictive performance. Table  S.9 shows that using changes does 
not improve predictive performance for our machine learning models 
(𝑅2 = −0.004–0.036), and treatment effects are still not statistically 
significant.

Third, we test whether impact estimates based on mobile phone 
data are significant on subsets of the population where the survey-
based treatment effects were largest. In particular, as discussed in 
Appendix  C (Table  S.10 Panel C), the survey data indicate that treat-
ment effects are larger for beneficiaries in the Savanes region in the 
north of Togo. However, when the machine learning model is trained 
using data from survey respondents in Savanes, and evaluated only in 
Savanes, predictive power remains low (Table  S.10 Panels A and B: 𝑅2

= −0.012–0.120), and the treatment effects estimated from the phone 
data are still not statistically significant (Table  S.10 Panels D and E).

Finally, we run several tests of the machine learning models them-
selves. In addition to tuning the hyperparameters as described above, 
we take additional steps to ensure that data are not too sparse for the 
models being used (Bellman and Kalaba, 1959). Specifically, we intro-
duce a feature selection step prior to model fitting, which eliminates 



E. Aiken et al. Journal of Development Economics 175 (2025) 103477 
all features that are not statistically significantly different between the 
treatment and control groups. Despite the substantial share of features 
that differ systematically between treatment and control subscribers 
(Section 4.1.1), this feature selection step does not improve predictive 
accuracy (𝑅2 = 0.000–0.139, full results available on request) or impact 
the significance of treatment effects.

5. Discussion

To summarize our main results, we find that (i) GD-Novissi cash 
transfers had positive and statistically significant impacts on food secu-
rity, financial inclusion, mental health, perceived socioeconomic status, 
and an aggregate outcomes index in the endline survey; (ii) GD-Novissi 
transfers significantly impacted many dimensions of mobile phone use, 
particularly around calling patterns and volume; (iii) while a baseline 
proxy means test can be predicted reasonably well with mobile phone 
data and ML, other outcomes are not predicted accurately; and, likely 
as a result, (iv) estimates of the welfare impact of GD-Novissi are mostly 
not statistically significant when estimated using phone-data-based 
predictions of outcomes.

The first result is broadly consistent with several studies finding 
positive impacts of cash transfers on food security and mental health 
during the COVID-19 pandemic (Banerjee et al., 2020; Bottan et al., 
2021; Londoño-Vélez and Querubin, 2022; Karlan et al., 2022). In 
comparison to other papers on COVID-19 cash transfers, the GD-Novissi 
transfer size is slightly smaller (monthly transfers USD 13–15.5 com-
pared to USD 15–52 in other studies). However, effect sizes are of a 
similar magnitude to those observed in other studies.

The subsequent results are more nuanced and inform a rapidly 
evolving debate about if and how new digital data sources can be 
used to inform development research and policy. Where several recent 
studies have shown that phone data and machine learning can produce 
accurate estimates of consumption and asset-based wealth, we find that 
– at least in the rural Togolese context – a similar procedure does not 
produce reliable estimates of food security or self-perceived economic 
status.

5.1. Challenges to estimating non-economic outcomes from phone data

Why can phone data and machine learning be used to accurately 
predict a PMT-based measure of wealth, but not food security or the 
other self-reported welfare outcomes? We explore four main hypothe-
ses.

5.1.1. The ground truth measurements are noisier
Survey-based measures of food security and other vulnerability 

outcomes are noisier than survey-based measures of economic poverty
(Hjelm et al., 2016; Tadesse et al., 2020), and prediction models 
trained on noisy outcomes generally perform poorly. While this is 
likely the case in our setting, it cannot by itself explain the absence 
of predicted treatment effects, since we observe statistically significant 
treatment effects when using the ground truth measurements of non-
economic outcomes (Table  1 Panel A). To push this intuition further, 
we test whether the machine learning models can accurately predict 
an outcome that is measured very accurately: treatment status. The 
results in Table  S.11 indicate that mobile phone data cannot accurately 
predict GD-Novissi treatment status (AUC = 0.515–0.522), suggest-
ing that measurement error in the survey is not the main reason 
that the ML-based estimates of treatment effects are not statistically 
significant.18

18 Differences between survey-based and phone-based treatment effects are 
also unlikely to be due to enumerator demand effects in the endline survey, 
as we do observe statistically significant impacts on the objective measures of 
phone use shown in Table  2.
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It may seem counterintuitive that treatment status cannot be pre-
dicted from phone data, after earlier observing that many metrics of 
phone use differ, on average, between treatment and control individu-
als (Table  2). However, we observe treatment status directly, while our 
metrics of phone use are noisy signals of true phone use. In a linear 
model, classical measurement error in our measures of phone use makes 
predictions of treatment status less sensitive to variations in measured 
phone use. The intuition from the linear setting carries through to the 
nonlinear ML algorithms we use in this context.19

5.1.2. Individual vs. household measures of welfare
In the GD-Novissi program, individuals were assigned to treatment 

based on the phone number that was used to register for the pro-
gram. However, several of our survey-based outcomes – including the 
PMT, food security, financial health, financial inclusion, and healthcare 
access – are based on questions that pertain to the entire house-
hold. This discrepancy between individual-level treatment assignment 
and household-level measurement of outcomes can complicate the 
interpretation of our survey-based treatment effects (see Section 3). 
However, it is insufficient to account for the observed discrepancies 
between survey-based and phone-data-based estimates of program im-
pacts, since discrepancies also exist for individual-level outcomes (such 
as food security and perceived economic status). And while the mis-
match between individual phone data and household outcomes may 
make the prediction task more challenging, we nonetheless observe 
relatively high predictive power for the PMT, which is consistent with 
prior work (Aiken et al., 2022b, 2023; Blumenstock et al., 2015).

5.1.3. The difficulty of predicting outcomes of homogeneous populations
A second possible explanation for the low predictive power of non-

PMT outcomes is that the study sample is so homogeneous. Whereas 
most prior work on predicting poverty from phone data has used 
nationally representative populations (Aiken et al., 2022b; Blumenstock 
et al., 2015; Blumenstock, 2018), our study focuses on a homogeneous 
subset of individuals identified to be living in poverty within Togo’s 
poorest 100 cantons. In past work that has compared the accuracy of 
predicting poverty from mobile phone data in full-country evaluations 
vs. in rural areas only, predictive power is typically substantially lower 
when restricting to rural areas (𝑟2 ≈ 0.21 vs. 0.10 in Togo for poverty 
prediction at the individual level Aiken et al., 2022b and 𝑟2 ≈ 0.41 vs. 
0.25 in Rwanda for poverty prediction at the district level Blumenstock 
et al., 2015). However, while the homogeneity of the population in our 
study helps explain why predictive power for the PMT is lower than 
in previous papers that evaluate nationally representative samples, it 
does not explain why predictive accuracy for non-economic outcomes 
is substantially lower than for the PMT.

5.1.4. Relationship between phone use and vulnerability
A third hypothesis for why we are unable to predict any of our 

vulnerability indices from mobile phone data (when we are, to some 
extent, able to predict poverty) is that mobile phone use may be 
more closely related to long-term poverty outcomes than to short-term 

19 We also note that the differences in Table  2 are small in magnitude 
(0.01–0.07 standard deviations), and explain only a small fraction of the total 
variation in phone use (𝑅2 ≤ 0.001 for all features). To confirm that treatment 
status cannot be predicted from phone data – and also to test the validity 
of our machine learning pipeline – we replicate the results in Table  S.11, 
where we attempt to predict treatment status, after including ‘cheat code’ 
features relating to mobile money use. These features include information on 
the number and sizes of transactions placed and received by each subscriber, 
and thus directly reveal information about whether a subscriber received a 
GD-Novissi cash transfer. With these cheat features included, we can predict 
treatment status almost perfectly (AUC=0.998). Table  S.13, which shows the 
feature importances for this machine learning model, further confirms that the 
key features used by the model relate to mobile money transactions.
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Fig. S.2. Correlation matrix for survey-based outcomes.
vulnerability metrics. For example, mobile money and mobile data 
usage are important predictors of wealth in Aiken et al. (2022b), and 
are related to long-term investments in smartphones and financial ser-
vices technologies. Short-term changes in food security and perceived 
economic status may not result in the types of investments in phone 
capabilities (such as buying a new smartphone or investing in a large 
airtime bundle) that would be observable in mobile phone metadata. 
We observe that the correlation between the PMT and other outcome 
indices is modest in magnitude and sometimes negative (𝑟 = −0.08–0.1, 
Fig.  S.2), suggesting that the PMT is measuring a different type of well-
being than the other outcome indices. It could be that the types of 
poverty the PMT measures are more closely related to phone use than 
non-economic outcomes.20

5.1.5. Spatial structure in outcome indices
A fourth and final hypothesis is that poverty may have more geo-

graphic structure than the non-economic outcomes we examine. Spatial 
features related to the cell towers that subscribers use are impor-
tant features in phone-data-based poverty prediction models (cf. Aiken 
et al., 2022b). It is possible that non-economic outcomes are less 
predictable from phone data because they are less geographically de-
termined. To test whether spatial structure could explain the difference 
in predictive power between the PMT and other outcomes, Table  S.12 
shows the within and between variance grouped by canton for both the 
pre-treatment and endline survey. We find that the ratio of between to 
within variance is substantially higher for the PMT (8.2–15.0 in the pre-
treatment and endline surveys) than for any of the vulnerability indices 
(1.3–2.1). This result, combined with past documentation that spatial 
structure plays a key role in estimating poverty from mobile phone 
data (Aiken et al., 2022b; Hernandez et al., 2017), suggests that spatial 
structure in an index may be an important determinant of whether it 
can be accurately predicted from mobile phone data.

5.2. Additional challenges to estimating treatment effects from phone data

Even if it were possible to accurately predict welfare outcomes 
from phone data, it might still prove difficult to use phone data to 

20 On the other hand, prior work has shown that phone use changes in 
response to high-magnitude short-term shocks (Bagrow et al., 2011; Blumen-
stock et al., 2016); we might therefore expect that phone data would reflect 
short-term changes in welfare.
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estimate the treatment effects of cash transfers on those same outcomes. 
Here, we provide suggestive evidence of two such issues: the modest 
size of the GD-Novissi cash transfers generates only small changes in 
phone use; and ‘model drift’ in the relationship between phone use and 
vulnerability complicates the repeated use of machine learning models 
over time.

5.2.1. Magnitude of impacts
A challenge for detecting treatment effects from mobile phone data 

in the context of Novissi is the program’s modest transfer sizes and 
welfare impacts. Our survey-based impact evaluation results detect 
treatment effects of 0.04–0.07 SD resulting from five monthly transfers 
of USD 13–15. Interventions of a larger magnitude would be expected 
to produce larger impacts (for example, Haushofer and Shapiro (2016) 
report a 0.26 SD increase in food security and mental health following a 
USD 404–1,525 PPP cash transfer in Kenya). The modest transfer sizes 
and impacts of the GD-Novissi program result in impacts on phone use 
(Table  2) of modest magnitude, which are difficult for an ML model 
to detect. The effects of larger transfers may be easier to recover from 
mobile phone data.

5.2.2. Model drift
A specific challenge to identifying treatment effects in the first 

regime we study – training a model prior to program roll-out and 
deploying it later on to monitor impacts – is model drift in the rela-
tionship between phone use and vulnerability over time. Particularly 
in the context of shocks like the COVID-19 pandemic, a model trained 
well before a program’s implementation may no longer be accurate 
when cash transfers are distributed. Aiken et al. (2022b) empirically 
study model drift in Togo, and find a substantial drop in accuracy 
when a model is trained two years prior to its deployment (Spearman 
correlation of 0.42 at the time of training vs. 0.35 at the time of 
deployment). To test the extent to which the same issues of model 
drift are present in this work, we evaluate the accuracy of predictions 
from our poverty prediction model trained on the pre-treatment survey 
for generating predictions in the treatment period. In comparison to 
the 𝑅2 score of 0.049 for the model trained on the endline survey, 
the predictions from the model trained on the pre-treatment survey 
achieve an 𝑅2 of 0.030, providing suggestive evidence of model drift 
in the nine months that elapsed between the pre-treatment and endline 
surveys. However, given the differences in sampling approach between 
our baseline and impact evaluation surveys, we are wary to draw strong 
conclusions from this result.
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6. Conclusion

The combination of non-traditional administrative data and ma-
chine learning has made it possible to estimate socioeconomic and 
demographic characteristics at a fraction of the cost of traditional 
surveys. We test whether machine learning predictions using phone 
data are sufficiently accurate to estimate the impact of a cash transfer 
program in Togo during COVID. While survey data produce modest 
and statistically significant treatment effect estimates (on food security, 
mental health, and perceived economic status), the phone data alone, 
processed with machine learning, generally do not (although mental 
health improvements are slightly predicted). Yet prior work does find 
phone data alone are predictive of poverty, specifically wealth. We infer 
that phone data and machine learning algorithms may be more useful 
in contexts where an intervention affects stocks such as wealth, when 
effects are larger, or when the treated population is more heterogeneous 
prior to treatment.
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Appendix A. Details of the impact evaluation survey

A.1. Sample frame

The sample frame for the endline survey was drawn from sub-
scribers who successfully enrolled in the GD-Novissi RCT between 
November 2020 and January 2021 (N=49,083). Thus, the sample was 
restricted to individuals who (a) had active mobile phone accounts; 
(b) were registered to vote in one of Togo’s 100 poorest cantons; (c) 
completed the registration procedure for GD-Novissi; and (d) were 
predicted, based on their mobile phone data, to consume less than 
$1.25 per day.

The sample was stratified by treatment status and geography. The 
former was done to maximize statistical power in estimating treatment 
effects; the latter was done to account for the fact that one large region 
(Savanes) received payments unrelated to GD-Novissi during the period 
when GD-Novissi benefits were being delivered.21

21 See Appendix  C.2 for details on the other Savanes program. Of the 36,090 
subscribers registered in the Savanes region, we sampled 36%; of the 12,993 
subscribers registered outside of the Savanes region, we sampled 88%.
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A.2. Response rate

The enumerators called all 24,294 phone numbers of our final 
sample in random order. We successfully surveyed 10,129 individuals 
(response rate of 42%). After removing low-quality surveys (see Ap-
pendix  A.3), our final sample contained 9,511 observations (completion 
rate of 39%). This completion rate is similar to other phone surveying 
completed during COVID-19: for example Egger et al. (2021) analyzes 
random-digit dialing to conduct surveys on well-being in nine countries 
during COVID-19 and reports completion rates ranging from 17% to 
59%. Table  S.1 shows that attrition rates do not differ statistically 
significantly between the treatment and control groups.

A.3. Data collection monitoring

We identified surveyors who performed poorly by comparing the 
data collected with the information contained in Novissi administrative 
data. We began our analysis by constructing ‘‘enumerator effects’’ (EE) 
estimates for every enumerator in our data. We predicted the EE on the 
basis of the correct answers to five questions for which we obtained 
the ‘‘truth’’ from the Novissi registry (prefecture, canton, age, gender, 
and Novissi status), and on the frequency of very short surveys (below 
15 min) as well as surveys with no children reported (which avoids 
the roster part of the survey and simplifies the surveyor’s work). We 
controlled for interviewee characteristics such as region and interview 
language to separate the enumerator’s impact from observable intervie-
wee selection.22 Our approach to estimating EE parallels the parametric 
empirical Bayes estimator of teacher effects (Kane and Staiger, 2008; 
Chetty et al., 2014; Gilraine et al., 2020).

We then normalized the EEs for each of the seven dimensions (pre-
fecture, canton, age, gender, Novissi status, number of short surveys, 
number of surveys without kids), and took the sum of the coherently 
signed components for enumerators who conducted more than ten 
interviews. We classified the interviews of enumerators with an aver-
age EE lower than the sample mean minus two standard deviations 
as of ‘‘very poor quality’’ and remove them from the sample. 615 
observations collected by five enumerators who were ranked ‘‘very 
poor quality’’ were removed from the dataset. In addition, on the 
second day of the survey, while monitoring data quality, we noticed 
an enumerator who was performing extremely poorly. After a warning 
from his supervisor, the quality of his data collection improved. We 
removed the data collected by this enumerator during the first two days 
(60 observations). Thus, we only use data from only 9,511 high-quality 
surveys in our main analysis.

A.4. Weights

We reweight observations in the endline survey by the inverse of 
the sampling probability and the inverse of the probability of response. 
Sampling probabilities are determined by four sampling strata: Sa-
vanes, treatment: 30.48%; Savanes, control: 41.26%; Outside Savanes, 
treatment: 76.25%; Outside Savanes, control: 100.00%.

To calculate response weights, we train a machine learning model 
to predict survey response from pre-survey covariates. In total, 9,511 
phone numbers completed the survey out of 24,294 numbers sampled. 
We include the following pre-survey covariates as predictors:

• 824 features relating to phone use in the six months pre-survey 
(Nov 2022–Apr 2022).

• 6 features from the Novissi registry: Age, gender, canton of regis-
tration (one hot encoded), number of payments received up until 
the survey date, profession (one hot encoded for the 20 most 
common professions), and registration week (one hot encoded).

22 The phone number list was randomized and then distributed to the 
enumerators, so we believed that there is little room for sorting.
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• An indicator for treatment vs. control group.
Using a similar pipeline to the machine learning methods described 

in Section 4.1.2, we train a LightGBM classifier to predict response, and 
produce an out-of-sample predicted probability of response for each 
phone number using five-fold cross-validation. We tune hyperparam-
eters using three-fold cross-validation separately on each of the five 
folds. With all predictions pooled together, our model achieves an AUC 
of 0.69.

The overall weight for each observation is the product of the in-
verse of the sampling probability and the inverse of the (predicted) 
probability of response.

A.5. Outcomes

The survey contained modules on household food security and 
consumption, health, access to social services, poverty, mental health, 
and experience with the Novissi program. Following our pre-analysis 
plan (American Economic Association Registry #7590), we constructed 
seven primary indexed outcomes using the index construction method-
ology described in Bryan et al. (2021). These seven indices are: food 
security, financial health, financial inclusion, mental health, perceived 
socioeconomic status, health care access, and labor supply.23

We standardize all our outcomes so that, within our control group 
of eligible active mobile subscribers, each outcome had zero mean 
and unit variance, with the exception of the mental health measure 
for which we use the Kessler K6 distress scale methodology (Kessler 
et al., 2002). Specifically, we first standardize each component – signed 
coherently beforehand – by subtracting its control group mean and 
dividing by its control group standard deviation. We then calculate the 
sum of the standardized components and standardize the sum again by 
the control group standard deviation.24

In addition to these seven primary welfare outcomes, we collected a 
proxy-means test (PMT) for each subscriber that proxies for consump-
tion. We used the proxy-means test developed in Aiken et al. (2022b), 
which used machine learning methods to select twelve features that 
are most jointly predictive of consumption (training on data from 
a nationally representative household survey conducted in Togo in 
2018).

A.6. Attrition and balance checks

We test for differential nonresponse between the treatment group 
and the control group in the impact evaluation survey by regressing 
a binary indicator for response on treatment status, among all 24,294 
phone numbers called. In Table  S.1, we find that there is no statistically 
significant difference in response rates between the treatment and 
control groups.

We also test for covariate balance between the treatment and con-
trol groups in our impact evaluation survey sample in Table  S.2. 
We find small and generally not statistically significant differences in 
treatment assignment by age, occupation, literacy level, household size, 
marital status and education of the head of household, and place of res-
idence. However, there is a slight imbalance in declared gender: treated 
respondents are three percentage points more likely to be female than 
control respondents. It is unclear whether this difference reflects a 
behavioral effect of the program (e.g., women being more likely to 
answer calls) or an inherent imbalance, as the Novissi registry shows 
a two percentage points gender imbalance, although that difference is 
not statistically significant at the 5% level.

23 Table  S.4 reports the specific wording of each component of each outcome 
index.
24 We impute missing components using the other components in an index 
unless the missing components are children-related and the family had no 
children, in which case we compute the index omitting those components.
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Appendix B. Details of the pre-treatment survey

Details of the sampling and design for the pre-treatment survey – 
conducted pre-program in September 2020 (see Fig.  S.1) – are available 
in Aiken et al. (2022b). In short, the sample frame for the survey was 
all 240,000 mobile subscribers active in Togo between March 1 and 
September 30, 2020, and inferred based on their phone use to be living 
in cantons eligible for the GD-Novissi program. 30,244 of these phone 
numbers were randomly drawn for surveys; of these, 9,484 completed 
the survey and were included in the final sample.

The phone survey collected information on poverty (the PMT, see 
Appendix  A) and the components of three of the four indices for which 
we observe significant treatment effects of GD-Novissi: food security, 
financial health and perceived socioeconomic status. The financial 
health and perceived socioeconomic status indices are constructed 
identically to the indices in the impact evaluation survey; however, 
only certain components of the food security index were collected in 
the pre-treatment survey, so we construct a ‘‘reduced food security 
index’’ for the pre-treatment survey. This index is less comprehensive 
than the food security index collected in the impact evaluation survey 
(Table  S.4) and does not include questions on food consumption. The 
components for the reduced food security index are listed in Table  S.5.

As in the impact evaluation survey, each index is constructed fol-
lowing Bryan et al. (2021), by standardizing each component across 
the surveyed population, summing components, and then standardizing 
the resulting index. Also as in the impact evaluation survey, each 
observation is weighted by the inverse of the sampling probability and 
the inverse of the probability of response (see Aiken et al., 2022b). 
We use weights throughout our analysis involving the pre-treatment 
survey, except where otherwise noted.

Appendix C. Treatment effect heterogeneity

We test for treatment effect heterogeneity on four pre-registered 
dimensions: gender, poverty, occupation, and region of residence (in or 
outside of the Togo’s northernmost region, Savanes). For each dimen-
sion, we test for heterogeneous treatment effects on our seven outcomes 
and the aggregate welfare index in Table  1 Panel A.

C.1. Heterogeneity by gender, wealth, and occupation

We find little evidence that treatment effects were heterogeneous 
across the socioeconomic and demographic subgroups that we pre-
specified in our pre-analysis plan. In particular, while GD-Novissi had 
an important gender component, whereby women received roughly 
15% more money per month than men, the welfare impacts on women 
were not significantly larger than for men. These results can be seen 
in Panel A of Table  S.6: while women, in general, are worse off than 
men (the third row of coefficients), the coefficient on the interaction be-
tween treatment and female is never significantly different from zero.25

Panels B and C of Table  S.6 likewise indicate that treatment effects 
did not differ by pre-treatment wealth or occupation. In Panel B, we 
compare treatment effects for people with PMT scores above and below 
the sample median, and, with the exception of healthcare access, do not 
observe significant differences for any outcome. Panel C indicates that 
treatment effects were not different for farmers – the most common oc-
cupation in the rural areas of Togo where GD-Novissi was implemented, 
and the occupation reported by 60% of endline survey respondents.

25 According to administrative data from the Novissi program, women 
represent half of GD-Novissi beneficiaries, and 45% of our surveyed sample. 
However, the share of women among survey respondents is only 27% — that 
is, 40% of the phone numbers registered with female voter ID cards were 
answered by men. This could be indicative of a high degree of phone sharing 
at a household level and/or strategic behavior in which phones owned by men 
were used to register female voter IDs to maximize benefits.
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C.2. Geographic heterogeneity

There is, however, one dimension where we find evidence of sub-
stantial heterogeneity in treatment effects, which is by the location 
of the beneficiary. In particular, Panel D of Table  S.6 highlights how 
treatment effects on food security and mental health were significantly 
larger for beneficiaries in the Savanes region in the far North of Togo. 
Indeed, with the exception of healthcare access, the treatment effects 
for beneficiaries outside Savanes are all close to zero and no longer 
statistically significant once we account for the differential effect of 
treatment in Savanes.

Savanes is unique in several respects: most GD-Novissi beneficiaries 
(70%) reside in the Savanes region, it is generally poorer than other 
regions eligible for GD-Novissi, it had higher rates of COVID-19 and 
related curfews than other regions, and the government provided an in-
dependent round of cash transfers called Savanes-Novissi (unconnected 
to GD-Novissi) to all residents in Savanes in February 2021 (two months 
before our endline surveys were conducted). While understanding the 
reasons for the substantial geographic heterogeneity between Savanes 
and non-Savanes beneficiaries is not the focus of this paper, we explore 
briefly below three possible hypotheses that could explain why the 
treatment effects of GD-Novissi are observed mainly in the Savanes 
region: (i) that differential registration for Savanes-Novissi between the 
GD-Novissi treatment and control groups resulted in additional cash 
impacts for the treatment group, (ii) that mobility reductions resulting 
from curfews in the Savanes region made cash transfers more impactful 
in Savanes than the rest of the country, and (iii) that price differences 
between Savanes and the rest of the country gave cash transfers more 
purchasing power in Savanes.

C.2.1. Interaction between GD-novissi and Savanes-Novissi
In addition to the GD-Novissi program considered here, the Govern-

ment of Togo implemented three other targeted cash transfer programs 
under the Novissi umbrella during the pandemic period. One of these, 
Savanes-Novissi, provided one-time cash transfers of USD 8–10 to all 
residents of Savanes who registered for Novissi in a two-week period 
beginning on February 22, 2021. Women received a one-time transfer 
of CFA 6,125 (USD 9.80), and men received a transfer of CFA 5,250 
(USD 8.40). A total of 244,302 Savanes residents registered for and 
received Savanes-Novissi, of whom 114,311 (46.79%) were already 
registered for GD-Novissi.

We observe an approximately 20 percentage point difference in 
registration rates for Savanes-Novissi between the treatment and con-
trol groups in GD-Novissi, with the control group substantially more 
likely to register for the Savanes-Novissi program. 41% of the treatment 
group registered for Savanes-Novissi, while 63% of the control group 
registered.

There are two plausible explanations for the difference in enroll-
ment: first, GD-Novissi provided enough assistance for the treatment 
group, so they were less in need of further cash transfers, and second, 
that confusion in communications around the two programs resulted 
in members of the treatment group believing they were ineligible for 
Savanes-Novissi. The second explanation is particularly plausible for 
two reasons. First, people located in Savanes who were registered for 
GD-Novissi were eligible for Savanes-Novissi, but were required to reg-
ister separately for Savanes-Novissi, which could be confusing. Second, 
because the treatment group was receiving cash transfers from GD-
Novissi in February 2021, the government of Togo initially excluded 
treated people of GD-Novissi from the Savanes-Novissi program. While 
the Savanes-Novissi amount was transferred at the time of registration 
for everyone else, people in the GD-Novissi treatment group received 
Savanes-Novissi cash transfers in the second week of the period of 
registration only.

We included specific questions in the impact evaluation survey to 
distinguish between the two explanations. We first asked people if they 
registered with Savanes-Novissi. If not, we asked them an open-ended 
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question why not. The enumerators were told to classify the answers in 
one of the eight pre-defined categories, including ‘‘other’’ and ‘‘I don’t 
know’’. Three of the possible categories are related to the confusion 
hypothesis (‘‘I did not think I was eligible’’, ‘‘I did not think I needed to 
register, since I already registered with GD-Novissi’’, and ‘‘I heard about 
the program after the end of the registration period’’). Three others are 
related to GD-Novissi impact hypothesis (‘‘I receive GD-Novissi, I don’t 
need extra money’’, ‘‘I have enough money, I don’t need extra money’’, 
and ‘‘Other people are more in need than me, I prefer them to get the 
money’’).

Qualitatively, the treatment group is more likely to be confused 
about the eligibility criteria than the control group. The first main 
reason why people did not register is the lack of information, and 
there is a ten percentage points difference between the treatment and 
the control group: 36.5% of the control group versus 49.6% of the 
treatment group was confused about the eligibility criteria. Less than 
3% of people in both treatment arms reported a lack of need for 
Savanes-Novissi as the main reason, supporting the second hypothesis 
for the enrollment differences (confusion in eligibility criteria).

However, in comparing the welfare outcomes of people who did 
and did not register with Savanes-Novissi by treatment arm (Table 
S.14), we do observe that people from the treatment group who did not 
register with Savanes-Novissi have a higher food security and financial 
health index than those who did register. There are no such differences 
between registrants and non-registrants in the control group. The fact 
that the treatment group self-selected in Savanes-Novissi supports the 
first hypothesis, suggesting that GD-Novissi contributed to the low 
enrollment rates for Savanes-Novissi in the treatment group.

We conclude, based on this evidence, that both hypotheses (the 
welfare impact of GD-Novissi and confusion around eligibility criteria) 
likely contributed to lower registration rates for GD-Novissi in the 
treatment group in Savanes. Importantly, however, the difference in 
registration rates does not explain the larger welfare impacts of GD-
Novissi in Savanes in comparison to the rest of the country: if anything, 
we would expect the lower registration rates for Savanes-Novissi in the 
treatment group to attenuate treatment effects relative to other regions 
of the country.

C.2.2. Price differences
A final testable explanation for the GD-Novissi treatment effects 

in Savanes (in comparison to the rest of the country) is that price 
differences between the Savanes region and the rest of the country give 
GD-Novissi transfers more purchasing power in Savanes. We collected 
price information for staple goods in the consumption module of the 
impact evaluation survey; in our analysis, we restrict to goods for 
which at least 50% of the respondents provided a price. Among these 
seven goods, we observe statistically significant differences in prices 
between Savanes and the rest of the country for only three goods: palm 
oil and milk are more expensive in Savanes, while Niebe is cheaper 
(table available upon request). Given that there are no systematic price 
differences in a consistent direction between Savanes and the rest of 
the country, we conclude that price differences are not a major driver 
of the GD-Novissi treatment effects in Savanes.

C.2.3. Discussion
We explored three channels to account for the program’s differential 

impact in the Savanes region and could not conclude that one drove 
the differential impacts. However, we cannot completely rule out two 
underlying explanations: differences in regional poverty levels and the 
effects of the lockdown. Despite not finding evidence that treatment 
effects vary by wealth or occupation nor identifying systematic price 
differences across regions, poverty levels might still drive the differ-
ential impact. In Savanes, the country’s poorest region with unique 
norms and culture, a given transfer may be more meaningful than 
elsewhere. Similarly, we could not link higher mobility levels with 
higher treatment effects. If mobility does not accurately proxy for 
the lockdown effects, this evidence does not eliminate the possibility 
that the lockdown in Savanes negatively affected the residents who 
benefited the most from the GD-Novissi transfers.
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Appendix D. Related work on COVID-19 cash transfers

Since the COVID-19 pandemic, a growing body of research has 
emerged to document the welfare impacts of cash transfers distributed 
in response to the pandemic. Many of these studies are reviewed 
in Karlan et al. (2022). Broadly, this literature shows modest, positive, 
and statistically significant impacts of cash transfers on a wide range 
of welfare metrics, including food security and mental health.

Specifically, Banerjee et al. (2020) use phone surveys and an RCT 
design to show that universal basic income transfers of USD 22.5 
nominal per month to households under lockdown in Kenya reduced 
the probability of households experiencing hunger (by 5–11 percentage 
points, relative to a control mean of 68%), and had modest positive 
impacts on mental health. Similarly, Londoño-Vélez and Querubin 
(2022) use an RCT and phone surveys to measure impacts of a monthly 
VAT refund of USD 19 in Colombia, finding a 4.4 percentage point 
increase in the probability of treated households purchasing food in 
the week preceding the survey (relative to a control mean of 72%), 
but no statistically significant impacts on food security. The paper also 
reports positive and statistically significant impacts on mental health 
indices (1.2–2.1 percentage points) and a financial health index (0.055 
standard deviations). Karlan et al. (2022) follow a similar experimental 
design, using an RCT and several rounds of phone surveys to evaluate 
the impact of eight monthly cash transfers of $15, recording an 8% 
increase in food consumption among treated households. In a non-
randomized approach, Bottan et al. (2021) use online surveys and a 
regression discontinuity design to show that pension payments of USD 
43–50 per month in Bolivia decreased the probability of households 
going hungry by 8–12 percentage points, relative to a comparison mean 
of 22%.

The first portion of our analysis contributes to this literature by 
documenting the impacts of pandemic cash transfers in Togo, using 
an extensive cash transfer program where treatment was randomly 
assigned at the individual level. While the cash transfers we study are 
smaller ($13–15.50 per month) than most of the other programs studied 
($15–50 per month), we document comparable effect sizes (0.04–0.07 
standard deviations).

Our results on heterogeneous treatment effects (Table  S.6) are 
also broadly consistent with the other papers studying the impacts of 
COVID-19 cash transfers on well-being, which for the most part do 
not find significant heterogeneity across dimensions studied (Londoño-
Vélez and Querubin, 2022; Karlan et al., 2022). However, two results 
stand in contrast: Londoño-Vélez and Querubin (2022) finds that treat-
ment effects are driven primarily by households in urban areas, while 
we find that treatment effects are driven primarily by households in 
Savanes, which is the most rural region of Togo; and Karlan et al. 
(2022) finds that treatment effects on food security are larger for 
female-headed households than male-headed households, whereas we 
find no heterogeneous treatment effects by gender of the recipient.

Appendix E. Predicting welfare using mobile phone features

For each outcome index captured in the pre-treatment survey, we 
calculate the five-fold cross-validated 𝑅2 as follows. The full dataset 
that matches completed surveys to phone records (𝑁=8,899) is divided 
randomly into five partitions (‘‘folds’’). A machine learning model is 
trained on four of the five folds and predictions are produced for 
observations in the remaining fold; the process is repeated for each 
of the remaining four folds. The percentage of variation explained 
by the predictions (𝑅2) is then calculated, pooling predictions across 
all the folds. Survey weights and response weights are used in both 
training and calculating 𝑅2 scores. We use a gradient boosting model; 
results are similar or worse for other ML methods, including linear 
models and random forests. We tune several hyperparameters using 
nested cross-validation: (1) Winsorization of features (selected from {no 
winsorization, 1% winsorization}, (2) minimum data in each leaf of 
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the forest (selected from {10, 20, 50}), (3) number of leaves for each 
tree (selected from {5, 10, 20}), (4) learning rate (selected from {0.05, 
0.075, 0.1}), and (5) number of trees (selected from {50, 100, 200}).

The Bayesian bootstrap procedure (Rubin, 1981) incorporates both 
the first-stage uncertainty in our ML models’ predictions and the vari-
ation in predictions across treatment and control subscribers. Follow-
ing Angrist et al. (2017) and Dobbie and Song (2020), we assign each 
observation that appears in the training and/or inference sets a ‘‘boot-
strap weight’’ drawn from a Dirichlet distribution Dirichlet(1, . . . , 1). 
These weights are used (in combination with the survey and response 
weights) in training the ML model, and in calculating treatment effects. 
We repeat this procedure with 100 random draws, and report the mean 
and standard deviation across these 100 bootstrap estimates. We select 
100 bootstraps due to the computational expense of the procedure.

Following is a list of all mobile phone features used in our machine 
learning models. These features are calculated with open-source python 
library cider.26

The following features are calculated from metadata on calls and 
SMS messages. For quantities that are distributions (marked below 
with ‘‘(distribution)’’), multiple moments of the distribution are used 
as features: the mean, standard deviation, median, skewness, kurtosis, 
minimum, and maximum. For all quantities, the feature is calculated 
separately for daytime, nighttime, weekdays, and weekends, as well as 
weekday daytime, weekday nighttime, weekend daytime, and weekend 
nighttime. Where applicable, features are also calculated separately for 
incoming and outgoing transactions.

• Number of active days
• Number of unique contacts
• Call duration (distribution)
• Percent nocturnal
• Percent initiated conversations
• Percent initiated interactions
• Response delay (distribution, texts only)
• Response rate (texts only)
• Entropy of contacts
• Share of transactions with each contact that are outgoing (distri-
bution)

• Interactions per contact (distribution)
• Time between transactions (distribution)
• Percent pareto interactions (share of contacts that account for 
80% of transactions)

• Number of interactions
• Number of antennas used
• Entropy of antennas
• Radius of gyration
• Frequent antennas (number of antennas that account for 80% of 
transactions)

• Percent at home
• Number of international transactions
• Number of unique international contacts
• Number of days with international transactions
The following additional features are calculated about specific loca-

tions using metadata on calls and SMS messages:
• Number of transactions in each region of Togo
• Share of transactions in each region of Togo
• Number of transactions in each prefecture of Togo
• Share of transactions in each prefecture of Togo
The following features are calculated using information about mo-

bile data usage:
• Total mobile data usage
• Mean, minimum, maximum, and standard deviation of daily mo-
bile data usage

• Number of days with mobile data usage

26 https://github.com/Global-Opportunity-Lab/cider

https://github.com/Global-Opportunity-Lab/cider
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Table S.1
Differential attrition.
 Probability of non-response 
 Treatment −0.01 (0.01)  
 N 24,294  
 Control Mean 0.61  
Notes: Effect of treatment on attrition is estimated by regressing non-
response on treatment, without fixed effects.

Table S.2
Summary statistics and balance checks.
 Baseline Sample Endline Sample
 N Mean N Control Diff. T-C 
 Mean  
 Panel A. Survey data  
 PMT 8,821 $1.49 8,452 $1.31 $0.00  
 (0.74) (0.47) (0.01)  
 Female 8,821 0.23 9,511 0.30 0.03**  
 (0.42) (0.46) (0.01)  
 Age 8,716 33.37 9,326 36.31 −0.23  
 (11.98) (11.56) (0.30)  
 Farmers 8,819 0.41 9,511 0.60 −0.02  
 (0.49) (0.49) (0.01)  
 Savanes 8,821 0.51 9,443 0.72 −0.01  
 (0.50) (0.45) (0.01)  
 Illiteracy 8,817 0.26 9,511 0.30 0.01  
 (0.44) (0.46) (0.01)  
 Household size 8,718 4.94 9,264 6.58 −0.03  
 (2.86) (2.91) (0.07)  
 Head of household: Married (monogamy) – – 9,511 0.64 −0.00  
 – (0.48) (0.01)  
 Head of household: Married (polygamy) – – 9,511 0.24 −0.01  
 – (0.43) (0.01)  
 Head of household: No education 8,821 0.26 9,511 0.28 0.01  
 (0.44) (0.45) (0.01)  
 Panel B. Novissi registry data  
 Female 5,493 0.50 9,511 0.48 0.02*  
 (0.50) (0.50) (0.01)  
 Age 5,493 36.02 9,429 37.57 0.09  
 (13.96) (12.70) (0.33)  
 Farmers 5,402 0.23 9,375 0.40 −0.02*  
 (0.42) (0.49) (0.01)  
 Savanes 5,493 0.52 9,511 0.73 −0.00  
 (0.50) (0.44) (0.01)  
 F-test p-value 0.76

Notes: Column ‘‘Diff. T-C’’ contains the balance checks that are conducted by regressing the demographic variable of interest 
on treatment status (balance checks are conducted for the endline survey only). All observations are weighted by sampling 
probabilities. All regressions control for the enumerator, week of the survey, and strata fixed effects. Robust standard errors 
are in parentheses. The last row reports the p-value from an F-test of the coefficients being jointly zero in all equations. 
∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01. See Appendix C.1 for a discussion of differences in demographic records between the survey 
and Novissi registry, particularly with respect to gender.

Appendix F. Additional tests for estimating treatment effects from 
mobile phone data

In this section, we use alternative specifications to test whether it 
is possible to recover treatment effects from GD-Novissi mobile phone 
records. In Table  S.8 we test using a two-week period to derive features 
from mobile phone data rather than a six-month feature period. In 
Table  S.9, we try using changes in features between the pre-treatment 
and during-treatment periods to predict each of our outcomes (using 
the endline survey as ground truth). In Table  S.10 we try predicting 
outcomes and inferring treatment effects in the Savanes region only, 
since the survey-based treatment effects were only observable in Sa-
vanes. In results available on request, we try the same specifications 
using only features that are statistically significantly different between 

the treatment and control groups (22% of all features). Finally, to test 
for whether noise in survey data is the cause of low predictive power, in 
Table  S.11 we train and evaluate a model to predict treatment status 
from the mobile phone feature set. The poor performance of each of 
these models suggests that it is the inability of phone data to identify 
differences between the treatment and control groups – rather than an 
issue of noisy survey data – that drives the low predictive power of the 
phone-based models and thus the null effects in downstream inference 
tasks.

Supplementary figures and tables

See Tables  S.1–S.14.
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Table S.3
Balance checks with phone data.
 Treated mean Control mean Difference in means 
 Active days 85.77 (49.29) 87.48 (48.94) −1.66 (1.49)  
 Calls 377.17 (513.52) 402.40 (588.53) −24.78** (12.14)  
 Texts 2.19 (10.47) 2.36 (12.05) −0.17 (0.21)  
 Contacts 58.88 (55.90) 61.52 (59.84) −2.61* (1.39)  
 International contacts 1.12 (2.08) 1.20 (2.51) −0.09 (0.06)  
 % Initiated 0.78 (0.35) 0.78 (0.35) −0.01 (0.01)  
 Regions 4.33 (1.21) 4.30 (1.22) 0.03 (0.04)  
 Prefectures 9.86 (4.53) 9.85 (4.61) 0.03 (0.13)  
 F-test p-value 0.13

Notes: Balance tests between treatment and control groups on aspects of mobile phone use, using six months 
of pre-program mobile phone metadata. Balance tests are conducted restricting to the sample from the 
endline survey (N = 9,508). All observations are weighted by sampling probabilities. All regressions control 
strata fixed effects. The last row reports the 𝑝-value from an F-test of the coefficients being jointly zero in 
all equations. Robust standard errors are in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.

Table S.4
Components for impact evaluation outcomes.
 Question Possible answers  
 Panel A. Food security  
 Yesterday, how many meals did you eat? 0–3  
 In the past 7 days, how often were you unable to eat preferred foods because of a 
lack of money or other resources?

0 Never – 4 Every day  

 In the past 7 days, how often have you had to limit portion size at meal times? 0 Never – 4 Every day  
 In the past 7 days, how often did you have to reduce the number of meals eaten in 
a day?

0 Never – 4 Every day  

 In the past 7 days, how often have the children over 3 in your household had to 
reduce the number of meals eaten in a day?

0 Never – 4 Every day  

 Yesterday, how many meals did the children over 3 in your household eat? 0-3  
 When was the last time your household had each of the following items: Powdered 
milk, sugar, smoked anchovy, fresh onion, dried fish, sesame, red palm oil, 
traditional bread, orange, cowpea/dried beans.

0 Never – 5 Less than a week 

 How much did you spend on purchasing each of the items above, the last time? Integer  
 Panel B. Financial health
 Were you able to save money last month? If so, how much? Integer  
 God forbid, if your household stopped getting income from any source, how long 
could your household easily continue to meet your basic needs for food and 
housing? (Winsorized 95th percentile.)

Integer  

 God forbid, if there was a major emergency and your household needed money, how 
much money could you easily obtain within the next seven days? (Winsorized 95th 
percentile.)

Integer  

 Panel C. Financial inclusion
 Fraction of the adults in the household with a bank account. Float  
 Fraction of the adults in the household (excluding the respondent) with a mobile 
money account.

Float  

 Panel D. Mental health (Kessler K6 nonspecific distress scale)
 During the past 7 days, about how often did you feel nervous? Integer  
 During the past 7 days, about how often did you feel hopeless? Integer  
 During the past 7 days, about how often did you feel restless or fidgety? Integer  
 During the past 7 days, about how often did you feel that everything was an effort? Integer  
 During the past 7 days, about how often did you feel so sad that nothing could 
cheer you up?

Integer  

 During the past 7 days, about how often did you feel worthless? Integer  
 Panel E. Self perception of socioeconomic status
 In general, relative to other people in Togo, would you say that you are... 1 very poor – 5 very well off  
 How do you think other communities perceive the wealth of your household? 1 very poor – 5 very well off  
 Panel F. Labor supply
 Hours worked last week (winsorized 99th percentile) Integer  
 During the past 7 days, how much income/pay did you receive? Integer  
 Panel G. Healthcare access  
 The last time you or someone else in your household needed healthcare, did you get 
healthcare?

Yes/no  

 When you last needed health care, did you get it at the hospital? Yes/no  
 God forbid, if a child in your household needed to go the hospital, would you be 
able to bring him or her?

Yes/no  

Notes: Components for each of the outcomes in the endline survey. All indices are produced using the index construction methodology from 
Bryan et al. (2021) except for the mental health index, which is based on simple addition of the components.
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Table S.5
Reduced food security index.
 Question Possible Answers  
 Yesterday, how many meals did you eat? 0–3  
 In the past 7 days, how often were you unable to eat preferred foods because of lack of money 
or other resources?

0 Never – 4 Every day 

 In the past 7 days, how often have you had to limit portion size at meal times? 0 Never – 4 Every day 
 In the past 7 days, how often have you had to reduce the number of meals eaten in a day? 0 Never – 4 Every day 
 In the past 7 days, how often have the children in your household over age three had to 
reduce the number of meals eaten in a day?

0 Never – 4 Every day 

 Yesterday, how many meals did the children in your household over age three eat? 0–3  
 In the past 7 days, were you able to buy the amount of food you usually buy? Yes/no  
Notes: Components for the reduced food security index in the pre-treatment survey.

Table S.6
Survey-based treatment effect heterogeneity.
 (1) (2) (3) (4) (5) (6) (7) (8)  
 Food Financial Financial Mental Perceived Health Labor All seven  
 security health inclusion health status care access supply indices  
 Panel A: Gender
 Treatment * Female −0.037 −0.015 −0.070 0.006 0.003 −0.075 −0.011 −0.053  
 (0.049) (0.051) (0.047) (0.041) (0.048) (0.054) (0.050) (0.049)  
 Treatment 0.077*** 0.034 0.025 0.072*** 0.042 0.036 0.018 0.081***  
 (0.025) (0.029) (0.025) (0.023) (0.027) (0.026) (0.033) (0.027)  
 Female −0.050 −0.121*** 0.201*** −0.074** −0.116*** −0.079** −0.221*** −0.122*** 
 (0.035) (0.039) (0.034) (0.030) (0.037) (0.037) (0.037) (0.036)  
 Panel B: Poverty
 Treatment * Poor 0.039 −0.021 −0.068 −0.049 −0.021 0.098** −0.049 −0.019  
 (0.045) (0.052) (0.046) (0.039) (0.047) (0.048) (0.054) (0.048)  
 Treatment 0.053 0.048 0.040 0.105*** 0.051 −0.048 0.024 0.072**  
 (0.033) (0.036) (0.034) (0.028) (0.034) (0.035) (0.034) (0.035)  
 Poor −0.120*** −0.024 −0.111*** 0.012 −0.080** 0.062* 0.058 −0.054**  
 (0.030) (0.037) (0.033) (0.029) (0.034) (0.033) (0.040) (0.035)  
 Panel C: Occupation
 Treatment * Farmer 0.016 0.032 0.024 −0.032 −0.027 0.049 0.028 0.024  
 (0.046) (0.050) (0.044) (0.039) (0.046) (0.048) (0.052) (0.048)  
 Treatment 0.052 0.006 −0.011 0.090*** 0.053 −0.018 −0.010 0.043  
 (0.037) (0.039) (0.035) (0.031) (0.036) (0.039) (0.043) (0.039)  
 Farmers −0.152*** −0.114*** −0.277*** −0.031 −0.172*** −0.002 −0.135*** −0.234*** 
 (0.032) (0.037) (0.032) (0.028) (0.035) (0.033) (0.040) (0.035)  
 Panel D: Region
 Treatment * Savanes 0.087** 0.041 0.055 0.064* 0.065 −0.076* 0.015 0.066  
 (0.042) (0.044) (0.041) (0.037) (0.044) (0.045) (0.043) (0.043)  
 Treatment 0.000 −0.003 −0.033 0.025 −0.007 0.066* −0.002 0.012  
 (0.032) (0.031) (0.031) (0.029) (0.034) (0.034) (0.029) (0.032)  
 Savanes −0.076** 0.024 −0.037 0.014 −0.010 0.144*** 0.017 0.020  
 (0.032) (0.033) (0.030) (0.029) (0.035) (0.032) (0.033) (0.033)  
 Obs 9,511 9,511 9,511 9,511 9,511 9,511 9,511 9,511  
Notes: Heterogeneous treatment effects for outcomes for which we detect a statistically significant survey-based treatment effect in Table  1 Panel A. The dependent variable for 
each regression is indicated in the column title; see Appendix  A for variable construction. In Panels A and C, gender and occupation are determined by information provided by 
the respondents in the survey. In Panel D, the region of residence is determined by the Novissi registry. In Panel B, poverty is determined by having a below-median PMT score. 
All regressions control for the enumerator, week of the survey, and strata fixed effects. All observations are weighted by sampling probabilities and response probabilities, and 
observations are restricted to subscribers who were active prior to the program’s launch. Robust standard errors are in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.

Table S.7
Treatment effects of GD-Novissi excluding individuals who reported that another household member was a GD-Novissi recipient.
 (1) (2) (3) (4) (5) (6) (7) (8)  
 Food Financial Financial Mental Perceived Health Labor All seven  
 security health inclusion health status care access supply indices  
 Treatment 0.060** 0.035 −0.003 0.074*** 0.042* 0.002 0.007 0.058**  
 (0.024) (0.026) (0.023) (0.021) (0.025) (0.026) (0.027) (0.025)  
 Obs. 8,068 8,068 8,068 8,068 8,068 8,068 8,068 8,068  
 Control Mean −0.01 −0.02 −0.03 −0.01 −0.01 −0.02 −0.01 −0.03  
 FDR 𝑞-value 0.049 0.203 0.539 0.003 0.121 0.539 0.539 0.049  
Notes: Treatment effects of GD-Novissi estimated using the endline survey excluding individuals who reported that another household member 
was a GD-Novissi recipient. The dependent variable for each regression is indicated in the column title; see Appendix  A for variable construction. 
All regressions control for the enumerator, week of the survey, and strata fixed effects. All observations are weighted by sampling and response 
probabilities. Robust standard errors are in parentheses.∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.
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Table S.8
Estimating treatment effects from two weeks of mobile phone data.
 (1) (2) (3) (4) (5) (6) (7) (8) (9)  
 PMT Food Financial Financial Mental Perceived Healthcare Labor All seven 
 security health inclusion health status access supply indices  
 Panel A: Predicting welfare outcomes using ML trained on pre-treatment survey
 𝑅2 0.112 0.003 0.014 – – 0.017 – 0.028 –  
 Obs. 8,593 8,593 8,593 – – 8,593 – 8,584 –  
 Panel B: Predicting welfare outcomes using ML trained on endline survey
 𝑅2 0.031 0.004 0.006 −0.002 0.004 0.001 0.007 0.010 0.011  
 Obs. 8,238 9,261 9,261 8,898 9,261 9,261 9,276 9,261 9,261  
 Panel C: Phone-data-based treatment effects trained on the pre-treatment survey
 Treatment 0.001 0.014 – – −0.003 – 0.007 –  
 (0.014) (0.014) – – (0.013) – (0.012) –  
 Obs. 46,327 46,327 – – 46,327 – 46,327 –  
 Control Mean 0.000 0.000 – – 0.000 – 0.000 –  
 Z-test 𝑝-value 0.018 0.673 – – 0.745 – 0.005 –  
 Panel D: Phone-data-based treatment effects trained on the endline survey
 Treatment 0.014 0.008 −0.012 −0.001 0.012 0.004 0.011 0.010  
 (0.012) (0.013) (0.015) (0.014) (0.012) (0.012) (0.012) (0.012)  
 Obs. 46,327 46,327 46,327 46,327 46,327 46,327 46,327 46,327  
 Control Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Z-test 𝑝-value 0.049 0.524 0.464 0.002 0.267 0.819 0.943 0.049  
Notes: Replication of phone-data-based prediction and treatment effect estimation pipeline using two weeks of phone data to derive features 
(rather than six months). In the first regime – in which the ML models are trained using data from the impact evaluation survey – the two 
weeks of phone data for model training are obtained from the two weeks during which the pre-treatment survey took place in September 
2021. The mobile phone data used to train the ML model in second regime – in which the ML models are trained using data from the endline 
survey – is taken from the two weeks immediately after each subscriber registered for GD-Novissi. The immediate post-treatment two weeks are 
used to generate well-being predictions in both regimes. Standard errors from Bayesian bootstrap procedure in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; 
∗∗∗𝑝 < 0.01.

Table S.9
Estimating treatment effects from mobile phone data using changes in features.
 (1) (2) (3) (4) (5) (6) (7) (8) (9)  
 PMT Food Financial Financial Mental Perceived Healthcare Labor All seven 
 security health inclusion health status access supply indices  
 Panel A: Predicting welfare outcomes
 𝑅2 0.036 0.005 0.004 0.004 −0.004 0.006 0.000 0.015 0.020  
 Obs. 8,446 9,504 9,504 9,131 9,504 9,504 9,519 9,504 9,504  
 Panel B: Phone-data-based treatment effects
 Treatment 0.000 −0.015 −0.007 0.025* −0.011 0.005 −0.004 −0.005  
 (0.018) (0.019) (0.016) (0.017) (0.018) (0.019) (0.015) (0.014)  
 Obs. 48,726 48,726 48,726 48,726 48,726 48,726 48,726 48,726  
 Control Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Z-test 𝑝-value 0.025 0.177 0.591 0.062 0.068 0.861 0.657 0.015  
Notes: Replication of phone-data-based prediction and treatment effect estimation pipeline using changes in phone-derived features between 
the pre-treatment and during-treatment periods as inputs to the model (once for the six month time period, and once for the two week time 
period). Ground truth measures come from the endline survey. Standard errors from Bayesian bootstrap procedure in parentheses. ∗𝑝 < 0.1; 
∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.
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Table S.10
Estimating treatment effects from mobile phone data in Savanes.

 

 (1) (2) (3) (4) (5) (6) (7) (8) (9)  
 PMT Food Financial Financial Mental Perceived Healthcare Labor All seven 
 security health inclusion health status access supply indices  
 Panel A: Predicting welfare outcomes using ML trained on pre-treatment survey
 𝑅2 0.120 −0.012 0.009 – – 0.042 – 0.038 –  
 Obs. 3,701 3,701 3,701 – – 3,701 – 3,698 –  
 Panel B: Predicting welfare outcomes using ML trained on endline survey
 𝑅2 0.034 0.007 −0.003 −0.006 0.001 −0.002 0.001 0.016 0.023  
 Obs. 3,089 3,478 3,478 3,368 3,478 3,478 3,481 3,478 3,478  
 Panel C: Treatment effects from endline survey
 Treatment 0.089*** 0.038 0.018 0.090*** 0.056** −0.010 0.012 0.078*** 
 (0.027) (0.030) (0.027) (0.023) (0.028) (0.029) (0.032) (0.029)  
 Obs. 4902 4902 4902 4902 4902 4902 4902 4902  
 Control Mean −0.01 0.02 −0.01 0.04 0.00 0.04 0.01 0.03  
 Panel D: Phone-based treatment effects trained on the pre-treatment survey
 Treatment −0.002 −0.009 – – −0.011 – −0.005 –  
 (0.020) (0.014) – – (0.015) – (0.016) –  
 Obs. 35,889 35,889 – – 35,889 – 35,889 –  
 Control Mean 0.000 0.000 – – 0.000 – 0.000 –  
 Z-test 𝑝-value 0.028 0.208 – – 0.548 – 0.002 –  
 Panel E: Phone-based treatment effects trained on the endline survey
 Treatment 0.003 0.004 0.010 0.022 −0.008 0.000 0.013 0.008  
 (0.018) (0.018) (0.024) (0.020) (0.022) (0.017) (0.017) (0.016)  
 Obs. 35,889 35,889 35,889 35,889 35,889 35,889 35,889 35,889  
 Control Mean 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000  
 Z-test 𝑝-value 0.034 0.477 0.929 0.068 0.127 0.738 0.900 0.059  
Notes: Replication of phone-data-based prediction and treatment effect estimation pipeline with only subscribers located in Savanes. Standard 
errors from Bayesian bootstrap procedure in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.

Table S.11
Estimating treatment status from mobile phone data.
 Phone Data Period AUC N  
 Panel A: All subscribers in RCT
 Six months 0.5151 49,079 
 Two weeks 0.5219 46,370 
 Panel B: Savanes only
 Six months 0.5254 36,086 
 Two weeks 0.5153 34,049 
Notes: Predictive performance of a gradient boosting model for predicting treatment status from mobile 
phone records from the treatment period. Predictions are obtained over 5 fold cross validation, and the 
pooled area under the curve (AUC) score is reported.

Table S.12
Variation between and within canton.
 (1) (2) (3)  
 Outcome Between Variance Within Variance Ratio  
 Panel A: Pre-treatment survey
 PMT 4.30 0.29 15.00 
 Food Security 1.438 0.96 1.44  
 Financial Health 1.25 0.98 1.27  
 Perceived Socioeconomic Status 1.80 0.95 1.89  
 Labor Supply 1.58 0.94 1.67  
 Panel B: Endline survey
 PMT 2.08 0.25 8.21  
 Food Security 1.85 0.99 1.87  
 Financial Health 1.65 0.99 1.87  
 Financial Inclusion 1.59 0.92 1.72  
 Mental Health 1.89 0.98 1.92  
 Perceived Socioeconomic Status 1.26 0.99 1.28  
 Healthcare Access 1.46 1.00 1.45  
 Labor Supply 1.57 0.96 1.63  
 Aggregate Welfare Index 2.03 0.98 2.08  
Notes: Between vs. within variance, with groups defined by canton (self-reported in the baseline survey, 
determined by location of Novissi registration in the endline survey). Only individuals in cantons with at 
least 10 individuals surveyed are included in the analysis. All outcomes except for the PMT are standardized 
to 0 mean and unit variance in the control group.
17 



E. Aiken et al. Journal of Development Economics 175 (2025) 103477 
Table S.13
Feature importances in a machine learning model including mobile money data.
 Feature Importance 
 Maximum amount of transactions in category ‘‘other’’ 281  
 Maximum balance before outgoing transactions 246  
 Mean balance before outgoing transactions 211  
 Maximum balance before outgoing transactions in category ‘‘other’’ 172  
 Mean amount of transactions in category ‘‘other’’ 145  
 Number of outgoing transactions 140  
 Number of outgoing transactions in category ‘‘other’’ 123  
 Mean balance before outgoing transactions in category ‘‘other’’ 114  
 Mean balance after outgoing transactions in category ‘‘other’’ 105  
 Maximum balance before outgoing transactions in category ‘‘other’’ 102  
Notes: Feature importances for machine learning model predicting treatment status from mobile phone data
including data on mobile money transactions using six months of phone data from during the treatment period 
(see Section 5.1). Feature importances are derived from the gradient boosting model as the total number 
of times a feature is split upon in the entire ensemble of regression trees. Only the top 10 most important 
features are shown.

Table S.14
Registration with Savanes-Novissi.

 

 (1) (2) (3) (4) (5) (6) (7) (8)  
 Food Financial Financial Mental Perceived Health Labor All seven  
 security health inclusion health status care access supply indices  
 T, non-SN 0.148*** 0.063 0.041 0.091*** 0.110*** 0.023 0.017 0.131***  
 (0.037) (0.042) (0.034) (0.030) (0.037) (0.038) (0.044) (0.039)  
 T, SN 0.039 −0.036 0.053 0.070* 0.074* −0.010 −0.049 0.037  
 (0.040) (0.045) (0.039) (0.036) (0.040) (0.045) (0.051) (0.044)  
 C, non-SN 0.042 −0.023 0.038 −0.017 0.085** 0.052 −0.036 0.038  
 (0.038) (0.044) (0.039) (0.033) (0.040) (0.038) (0.046) (0.041)  
  
 C, SN Mean −0.01 0.02 −0.01 0.04 0.00 0.04 0.01 0.03  
   
 F-test 1–2 7.43*** 5.55** 0.10 0.39 0.85 0.57 2.39 5.37**  
 Obs. 4,755 4,755 4,755 4,755 4,755 4,755 4,755 4,755  
Notes: Results for regressing the main survey outcomes on the interaction of GD-Novissi treatment status and Savanes-Novissi 
registration status. T indicates treatment, C indicates control, and SN and non-SN indicates beneficiaries and non-beneficiaries 
Savanes-Novissi, respectively. F-test 1-2 row provides the 𝑝-value of the statistical comparison of the coefficients for ‘‘Treatment, 
not Savanes-Novissi’’ and ‘‘Treatment, Savanes-Novissi’’. All regressions control for the enumerator, week of the survey, and 
strata fixed effects. All observations are weighted by sampling probabilities. Robust standard errors are in parentheses. ∗𝑝 < 0.1; 
∗∗𝑝 < 0.5; ∗∗∗𝑝 < 0.01.
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